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Executive Summary 

This report presents the development and application of a comprehensive network reduction 

procedure that is specifically designed for use by Coordinated Expansion Planning (CEP) tools. 

CEP tools are optimizers designed to identify generation and transmission investments that 

minimize the long run (e.g., 20 years) investment and operational costs of running a power system. 

Although state-of-the-art hardware, parallelization, and advanced optimization algorithms offer 

ways to provide high-speed computing, the desire for increased modeling fidelity motivates 

deployment of these methods together with network reduction, and not instead of. The primary 

objective of this research was to identify network reduction methods to minimize the 

computational time required for CEP while maintaining high modeling fidelity. This is important 

due to the increasing complexity and size of power systems, which makes full-scale CEP 

computationally intensive and often impractical. 

 

The motivation for this research arises from the need to manage the computational burden of CEP, 

which is exacerbated by the large size and complexity of modern power systems. Traditional 

network reduction methods, though well-established, are not directly applicable to CEP due to the 

specific requirements of CEP, such as the need to handle multiple operating conditions and the 

necessity to model equivalent branches with both flow capacity and expansion cost attributes. 

 

The research methodology involved developing an eight-step network reduction procedure tailored 

to CEP. This procedure starts by identifying “key branches,” i.e., those likely to receive investment 

in the multi-year CEP; and then “trimming” the network by eliminating certain buses. The system 

is then divided into zones, followed by the selective retention and elimination of buses using a 

guided Ward elimination approach. For each zone, the remaining network, which is dominated by 

generator buses, is aggregated; capacities and expansion costs are then estimated for equivalent 

branches. Finally, CEP is applied to the reduced network, and the results are translated back to the 

full network. 

 

The key achievement of this research lies in the development of a comprehensive network 

reduction procedure that addresses different aspects of model reduction and effectively balances 

the trade-off between computational efficiency and model fidelity. The procedure was tested on 

several networks, including the IEEE 118-bus system and large-scale networks of the French grid 

and of the MISO grid. The results demonstrated significant reductions in network size, with 

minimal impact on the fidelity of the CEP outcomes. Specifically, the developed procedure 

maintained a high degree of accuracy in representing the power flows and investment decisions of 

the full network while achieving substantial reductions in computational time. 

 

There were seven specific innovations in this work: (1) Efficient identification of key branches 

using a high-speed rolling simulation method; (2) Application of trimming methods to 

significantly reduce network size; (3) Identification of zones within the network using a minimum 

spanning tree algorithm; (4) Development of a guided Ward elimination procedure using a genetic 

algorithm to strategically eliminate buses and produce equivalent branches to minimize CEP 

compute time; (5) Aggregating generator buses within zones while maintaining the impedances 

seen from one boundary bus to another; (6) Estimating capacities and assigning expansion costs 
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to equivalent branches using specialized optimization methods; (7) Performing translation from 

reduced model results to the full model using an iterative linear program. 

 

The implications of this research are significant for the field of power systems engineering, 

particularly in the context of expansion planning. The developed network reduction procedure 

enables more efficient CEP analyses, making it feasible to apply CEP to larger and more complex 

networks. This contributes to the broader goal of ensuring reliable and cost-effective expansion of 

power systems in the face of increasing renewable integration and the corresponding need for 

significant transmission investments. 

 

Future research will focus on further refining the network reduction procedure, particularly in the 

context of handling even larger networks and more complex operating conditions. Additionally, 

there is potential for developing software tools based on this procedure, which could be made 

available to the power systems research community and industry practitioners for more efficient 

CEP studies. 
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1. Introduction 

1.1 Background, Motivation, and Objective 

Generation and transmission expansion planning software tools are useful in guiding decisions 

related to investment in electric power systems. When they focus on generation alone, they are 

called generation expansion planning (GEP) or even just capacity expansion planning tools; when 

they focus on transmission alone, they are called transmission expansion planning (TEP) tools, 

and when they do both, they are called cooptimized expansion planning or coordinated expansion 

planning tools (CEP). There are several expansion planning tools available today, including, for 

example, Plexos (Energy Exemplar), Encompass (Anchor Power Systems), Resolve (E3), ReEDS 

(National Renewable Energy Laboratory. NREL), and REGEN (Electric Power Research Institute, 

EPRI), and CGT-Plan (Iowa State University). A summary of these tools is available [1]. 

 

Expansion planning tools have been of interest for many decades, as indicated by the excellent 

1985 monograph done on this subject [2], but they are receiving increased attention today as 

climate change, government subsidies, and the economics of wind and solar motivate a 

transformation from fossil-fueled electricity generation to renewable electricity generation. 

Because the best wind and solar locations differ from existing fossil fuel power plants, the 

transformation requires significant transmission investment. As a result, decisions on which type 

of renewables to build and where to build them involves assessing the tradeoffs between resource 

quality (as measured by capacity factors) with transmission investment cost. This drives the need 

for, and interest in, CEP. 

 

Expansion planning tools are optimizers, identifying the investments over multiple years that 

optimize an objective. Most commonly, expansion planning tools minimize the net present value 

(NPV) of those investments plus the NPV of the operational costs incurred over that time frame, 

subject to the fundamental constraint that the loads are supplied such that the power grid operates 

reliably. Environmental (e.g., emissions) and investment constraints (maximum capacity) are often 

added. While the objective is usually expressed in monetary terms, expansion planning 

formulations can also target other objectives, such as maximizing resilience, reducing CO2 

emissions, or minimizing the use of critical materials (e.g., copper). Using the most common 

approach, a high-level expression of this problem, in economic terms, follows: 

Minimize:  

Σt=1,N NPV { InvCosts(x(t)) + {OpCost(x(t)) }        (1-1) 

Subject to  

constraints on network, operations, environment, investments 

 

Here, t is the time period, N is the number of time periods, and x(t) is the vector of generation and 

transmission investments made in time period t. This problem may be formulated as, in order of 

increasing computational intensity and solution difficulty, a linear program (LP), a mixed integer 

linear program (MILP), a nonlinear program (NLP), or a mixed integer nonlinear program 

(MINLP). But even when using the most tractable of these, the LP, the problem can still be 

extremely intensive, with the major influence on solve times being model granularity (spatially 

and temporally) and model fidelity (investment options, transmission representation). The problem 
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can expand even further if uncertainty is represented (requiring the modeling of multiple scenarios 

or futures) or if reliability and/or resilience is assessed.  

 

Solve times for realistic-sized grid models using high-end servers can range upwards from hours 

to days or even weeks. The various modeling dimensions that contribute to long solve times are 

illustrated on the left-hand-side of Figure 1-1 [3]. In addition to problem structure and modeling 

granularity, there are approaches one can take to reduce solve times; as illustrated on the right-

hand-side of Figure , these may be categorized into hardware solutions, optimization method, 

algorithm design, use of a particular solver, solver parameters, and modeling system, and/or 

numerical scaling. Each of these represents useful approaches that should be considered in CEP 

design.  

 

 

Figure 1-1: Influence on computational intensity for expansion planning problems 

Another way to reduce solve times is to address the spatial resolution by reducing network size, 

and to do so with minimal effect on modeling fidelity. This leads to the objective of this project, 

which is to minimize CEP compute time but retain good CEP model fidelity; we will accomplish 

this via development of an overall network reduction approach for CEP. 

1.2 Network Reduction for CEP 

Network reduction is a relatively old topic that has been well-researched, dating back to the 1939 

book by Gabriel Kron, where the so-called Kron reduction procedure was introduced [4]. Kron 

reduction is a method of performing Gaussian elimination on the network admittance matrix to 

develop a network having fewer buses, yet the same impedance is seen looking into the reduced 

network from remaining buses, i.e., from those not eliminated. Ten years later, J.B. Ward extended 

this method to what we call Ward elimination [5]. Ward elimination utilizes Kron’s Gaussian 

elimination method to reduce the admittance matrix, but operations are also applied to the network 

load vector to distribute load to the remaining buses so that (assuming all generation buses are 

retained), retained buses and lines see the same voltages and flows, respectively, as they did in the 

original system. Following Ward’s work, there were various contributions to the network reduction 

literature, but the most important of those were reported by Podmore and Germond in a 1977 report 

of the Electric Power Research Institute (EPRI) [6]. Although the focus of this project was to 
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produce an equivalent reduced order representation of the network and the generator dynamics for 

transient stability analysis, they made significant contributions towards reducing the static network 

as well. Of most importance, they developed a method of aggregating generator buses to reduce 

the network size while retaining the identity of each individual generator. This method of generator 

aggregation was further developed in 1992 by McCalley and colleagues [7].   

 

A great deal of work on network reduction was performed in the ensuing years, the more 

significant of which includes that by Singh and Srivastava [8], Cheng and Overbye [9], Oh [10], 

and Shi and Tylavsky [11]. However, there has been relatively little work focusing on network 

reduction methods for general expansion planning analysis, exceptions include [12, 13, 14, 15, 

16], and almost none for CEP analysis. This is important because network reduction for CEP poses 

new problems that do not arise when developing reduced networks for power flow or transient 

stability analysis. There are three main reasons for this.  

• Multiple operating conditions17: The reduced network must perform well for not just a single 

operating condition but rather for as many operating conditions as are modeled in the CEP, 

typically hundreds to thousands (it is typical that CEP models a representative set of operating 

conditions in each year of the decision horizon to maintain a tractable optimization model). 

This is unlike the case of power flow or transient stability analysis where the reduced network 

must perform well for one or just a few operating conditions.   

• Equivalent branch modeling: In CEP, equivalent branches must have two additional attributes 

beyond what is typical for power flow analysis: a flow capacity, and an expansion cost. These 

attributes are not typically provided by most bus elimination or bus aggregation methods. 

• Ward elimination effect on CEP branch-related decision variables: When Ward elimination is 

applied to the network, run-time improvement from bus elimination may be offset by the 

tendency of Ward elimination to create “fills” in the admittance matrix, thus causing the 

number of branches to decrease relatively little, or even to increase. Because CEP run time is 

sensitive to the number of decision variables, and because each investible branch contributes 

decision variables, network reduction due to an “unguided” Ward elimination can have little 

effect on CEP run time. 

1.3 A New Network Reduction Procedure 

Motivated by the need for decreased CEP compute-time and the relatively lightly addressed 

problem in the literature, we have developed a new network reduction procedure for CEP 

application. This network reduction procedure is illustrated in Figure 1-2. 
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Figure 1-2: Network reduction procedure developed in this project 

 

Below, we provide a brief description of each of the eight steps. A complete description of each 

of the steps, together with illustrative results, is provided in the subsequent chapters of this report. 

1. Preprocess: The preprocessing step performs three functions. First, key branches, defined as 

branches for which investment is likely, are identified. Second, buses connected to just one or 

two other buses are “trimmed” and their generation and load “mapped” to adjacent buses. 

Third, the portion of the system to which CEP will be applied, i.e., the portion to be expanded, 

is identified. Finally, the rest of the system, called the “external area,” is reduced.  

2. Divide: Based on key branch identification, we identify zones within the study area. Network 

reduction will be applied independently to each zone, with interzonal boundary buses retained. 

3. Retain: In addition to the interzonal boundary buses, we identify buses to be retained to 

minimize CEP run time (by minimizing CEP decision variables) and maximize CEP fidelity.  

4. Eliminate: We use Ward elimination to eliminate all load buses that have not been retained. 

All generator buses are retained.   

5. Aggregate: In each zone, generator buses are aggregated to one or more new buses, and an 

equivalent network between aggregated buses and boundary buses is constructed.   

6. Estimate: Branch capacities are estimated, and expansion costs are assigned, for each 

equivalent branch.  

7. CEP: The CEP is run on the reduced equivalent network. Generation and branch investments 

are identified; some of these investments are at equivalent buses or on equivalent branches.  

8. Translate: Investments made on the equivalent buses or on equivalent branches are “translated” 

to the full system. 

1.4 Run-time and Fidelity Assessment  

A key feature of our work is the ability to quantify the extent to which we achieve our objective, 

which is to “minimize CEP compute time but retain good CEP model fidelity.” And so we need 

the ability to measure these two attributes of our model. 

1.4.1 Measuring Run-time 

In this work, CEP is an LP; its run-time increases with the number of decision variables, and so 

part of our work focuses on reducing the network in such a way that the number of decision 

variables in the CEP is minimized (see Chapter 4). However, in actually quantifying run-time, we 

use measures provided by our LP solver that depend only on the platform (combination of 

hardware and software). To this end, for the solver CPLEX, run-time is measured in ticks. For the 

solver Gurobi, run-time is measured in work-units.  

1.4.2 Measuring Modeling Fidelity 

We use three ways to measure modeling fidelity: based on flows, based on CEP objective function 

value, and based on investment comparison.  
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1.4.2.1 Based on OPF Flows 

This approach provides modeling fidelity assessment of the reduced model based on the solution 

to a DC optimal power flow (OPF) calculation and therefore utilizes a single operating condition 

to make the assessment. Although DC-OPF is simplified relative to CEP in that it addresses only 

a single loading condition, it is a step beyond a DC power flow calculation in that it optimizes 

dispatch. As such, we view DC-OPF as a good intermediate means to evaluate the fidelity of a 

CEP model.  Satisfying criteria using this approach is a necessary condition (but not sufficient) for 

testing the model for CEP performance. It is useful in measuring modeling fidelity for certain 

intermediate steps in the reduction process.  

 

We refer to the metric used in this approach as the OPF-based performance metric (OPM). The 

OPM is the root-mean-square flow deviation between reduced and full networks over all retained 

branches as a percentage of the average full network flow of those retained branches, given by eq. 

(1-2). 

𝑂𝑃𝑀 =

√∑
(∆𝑓𝑏)

2

𝑁
𝑁
𝑏=1

∑ |𝑓𝑏|
𝑁
𝑏=1
𝑁

       (1-2) 

Here, N is the number of branches, fb is the flow on branch b in the full model, and Δfb is the 

difference between branch b flow in full and reduced model. An OPM value of 0% indicates 

perfect model fidelity in retaining branch flows. We have established that OPM values below 20% 

to be very good and PM values between 20% and 40% to be acceptable. Where the flow of retained 

branches in the reduced network is the same as the full network and the OPM value is zero, we 

can compare the OPF objective value to evaluate the detailed impact of the reduction process on 

the operation modeling. 

 

The fact that OPM assesses only a single operating condition and not all operating conditions 

within the CEP decision horizon is both a negative and a positive. The negative is that it does not 

reflect the model’s fidelity for the various other operating conditions. The positive is that it depends 

on only OPF and not CEP. Because OPF can be run efficiently on large-models, it is possible to 

obtain the full-model result. This is in contrast to measures which capture the model’s performance 

based on a CEP result on both full and reduced model. Such measures are not obtainable when the 

network is very large because it is not possible to run CEP on very large networks.  

1.4.2.2 Based on CEP Objective Function Values 

This approach provides modeling fidelity assessment of the reduced model based on the solution 

to a CEP calculation. Because the CEP calculation must be done on both reduced and full networks, 

it is not possible to use this measure for assessing model fidelity when the original network is very 

large.  That is, this measure can only be used when the network is relatively small so that CEP can 

be performed on the full network. Although we view this approach as a sufficient condition for 

assessing model fidelity, it cannot be used on industry-sized networks because CEP on unreduced 

industry-sized networks is too computationally intensive. Thus, we use it to establish model 

fidelity for small-size networks; satisfactory values of this measure on small-size networks 

suggests that the reduction process will produce models of satisfactory fidelity on large-sized 

networks as well.  
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We refer to the metric used in this approach as the CEP-based performance metric (CPM). The 

CPM is the ratio of the  

• CEP solution’s objective function value for the full network to the  

• CEP solution’s objective function value for the reduced network  

as given by eq. (1-3). 

𝐶𝑃𝑀 =
𝐶𝐸𝑃𝑂𝑏𝑗𝐹𝑢𝑛𝑐𝑉𝑎𝑙𝑢𝑒(𝑟𝑒𝑑𝑢𝑐𝑒𝑑𝑚𝑜𝑑𝑒𝑙)

𝐶𝐸𝑃𝑂𝑏𝑗𝐹𝑢𝑛𝑐𝑉𝑎𝑙𝑢𝑒(𝑓𝑢𝑙𝑙𝑚𝑜𝑑𝑒𝑙)
      (1-3) 

 

A CPM value of 1.0 indicates perfect model fidelity. We have established that values of CPM 

between 0.97 (CEP objective function value for reduced model is 97% of CEP objective function 

value for the full model) and 1.03 (CEP objective function value for reduced model is 103% of the 

CEP objective function value for the full model) to be very good, and values outside of this range 

but between 0.95 and 1.05 to be acceptable. 

1.4.2.3 Based on Investment Comparison 

Similar to the measure based on CEP objective function values, this approach provides fidelity 

assessment of the reduced model based on the solution to a CEP calculation. And for the same 

reason (because the CEP calculation must be done on both reduced and full networks), it is not 

possible to use this measure for assessing model fidelity when the original network is very large.  

Thus, it can only be applied when assessing model fidelity for small-size networks.  

 

Whereas both OPM and CPM provide high-level quantitative measures of model fidelity, this 

assessment does not; rather, it provides a method to study the causes of infidelity. That is, when 

OPM and/or CPM indicate the reduced model is performing poorly, then this approach enables 

identification of the investments (or lack thereof) that are causing the poor performance. This is 

accomplished via bar charts showing pairs of bars corresponding to a particular generation or 

transmission investment, where one bar is the investment for the full model, and the other bar is 

the investment for the reduced model. A visual scan of the various bar pairs enables quick 

assessment of where investments are very similar and where they are significantly different.  

 

This approach is effective for comparing investments made in the full model and in the reduced 

model on retained buses and branches (since both models will have these retained buses and 

branches), and indication of good agreement for these investments is a strong indication that the 

reduced model has high fidelity. However, this method cannot compare investments made in the 

full model on non-retained buses or branches (since those buses and branches do not exist in the 

reduced model), and this method cannot compare investments made in the reduced model on 

aggregated buses or equivalent branches (since those buses and branches do not exist in the full 

model). One approach to addressing this issue is to compare full model investments with reduced 

model investments that have been translated (see step 8 in Figure 1-2) back to the full model.  

1.5 Report Organization  

The remainder of this report is organized as follows. The “steps” mentioned below refer to those 

portrayed in Figure 1-2. Chapter 2 describes the preprocessing step 1, which includes key branch 
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identification. Chapter 3 identifies the methods used to identify network zones in step 2. Chapter 

4 describes the “guided Ward” method of bus elimination deployed in steps 3 and 4. Chapter 5 

identifies two methods of bus aggregation performed in step 5. Chapter 6 describes the step 6 

methods used to perform capacity estimation and expansion cost assignment for equivalent 

branches. Chapter 7 provides the step 7 CEP formulation and the ACEP formulations used in this 

project. Conclusions are drawn in Chapter 8. 
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2. Key Branch Identification and Related Preprocessing 

This chapter describes four main preprocessing tasks. The first task is to identify the key branches. 

The second step is to trim the network, eliminating buses only connected to one or two other buses 

and then mapping their generation and load to the remaining buses. The third step is to identify the 

section of the system designated for CEP application and expansion. The final step is that the 

remainder of the system, referred to as the "external area," is reduced to boundary buses. Each of 

these steps is explained in this chapter. 

2.1 Key Branch Identification 

A central step in the entire reduction procedure is to identify key branches. Key branches are those 

that are most likely to receive investment during the planning horizon. If the branches receiving 

investment in the original full network are preserved and the power transfer patterns between the 

reduced and full networks are similar, then the expansion of the reduced network should reflect 

the corresponding situation in the full network. However, running expansion planning for the full 

system is computationally intractable. To address this, we explore alternative methods for 

forecasting which branches will be key. 

One approach is to use the congested branches from the first year, based on the assumption that 

these branches will be the ones receiving investment over the next twenty years. However, as 

generation grows and load increases, some branches that were initially congested may no longer 

be, while others that were initially not congested might become congested in the future. This 

method may result in a poor key branch forecast. 

Another approach is to conduct expansion planning for the entire system on a rolling basis such 

that a single simulation is performed every Δ years up to the last year of the decision horizon T, 

according to the below algorithm: 

1. k=1 

2. Run CEP for year k to year k+Δ-1 

3. Update model for identified investments from step 2 CEP. 

4. If k=T-Δ stop; else k=k+Δ and go to Step 2. 

We refer to this as a rolling simulation. In using it for key branch selection, we make an initial 

selection of key branches as those with the highest expansion cost. Unselected branches, being less 

costly to expand (and relatively speaking, free to expand), appear as infinite capacity branches, as 

their investment cost is negligible. After completing one round of rolling simulation over 20 years, 

if certain branches are never selected for investment, we can replace them with cheaper 

alternatives. This process can be repeated over several iterations until all branches have been 

tested.  

To evaluate the effectiveness of different methods for accurately identifying key branches, we 

conducted a case study. Using the IEEE 118-bus system, we assign a branch capacity of 200 MW 

and simulate a 7.5% annual load increase over twenty years. We then perform a CEP analysis to 

determine optimal investments in generation and transmission needed to meet future demand. The 
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investment costs for various generator types and transmission lines are derived from data provided 

by MISO. 

 

According to the expansion planning results, 12 branches received investment throughout the 

entire planning horizon, with a total expansion amounting to 1,522.2 MW. The effectiveness of 

the two methods mentioned earlier has been evaluated, and the comparative results are presented 

in Table 2-1. We observe in Table 2-1 that for key branch identification, rolling simulation 

outperforms use of first year congested branches.  

 

Table 2-1: Key branch identification results comparison 

Key branch identification methods Accurately captured Not captured 

Rolling simulation 11 branches (1511.4 MW) 1 branch (10.78 MW) 

Using first year congested branches 1 branch (36.3879 MW) 11 branch (1485.8 MW) 

The key branches are integral to the reduction process in that they define the potential for 

transmission investment. As a final comment in this section, there are two ways in the reduction 

process where error in this step (i.e., missing a key branch), can be compensated. The first is in the 

capacity estimation and cost assignment of equivalent branches, as described in Chapter 6. The 

second is in the last step, “translation,” where expansion results on the reduced model are 

“translated” to the full model.  

2.2 Trim and Map 

The purpose of this step is to reduce the network size without actually making significant changes 

to the structure of the network. This is achieved by iteratively eliminating buses connected to one 

or two other buses, which targets buses radially connected and buses connected in series in long 

lines. We call this process “trimming” and do it in two levels: 1st-degree trimming and 2nd-degree 

trimming. The generation buses can also be eliminated in this process; however, the generation on 

the eliminated buses is moved to the closest remaining bus. We refer to this step as mapping. 

2.2.1 1st and 2nd Degree Trimming 

The term 1st-degree refers to buses connected to only one bus, i.e., buses with degree one. The 1st-

degree process is iterative, therefore, when a single-degree bus is eliminated and the bus connected 

to it becomes of degree one, it will also be eliminated in the iterative process. The process is 

continued until no bus of degree one is left. This way, all the radially connected buses will be 

removed. Figure 2-1Figure  shows an example of applying iterative 1st-degree trimming on a 

sample graph. In the first iteration, buses 1, 9, and 13 are eliminated as the buses with degree one. 

Then, bus 8 becomes degree one, so it is eliminated in the second iteration. The 1st-degree trimming 

process is complete when no degree one bus is left. 
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Figure 2-1: Illustration of 1st-degree trimming 

In the 1st-degree trimming, no new branches are created in the network, and only radial branches 

are removed. The next level is 2nd-degree trimming, where buses with a degree of two are 

eliminated iteratively. This means that all 2nd-degree buses are eliminated first. Then, any buses 

of degree two or lower are also eliminated. This process continues until no bus of degree two or 

lower is left. Figure 2-2 shows the process in the example network. In the first iteration, buses 2, 

3, 11, and 12 are eliminated. The degree of bus 10, then, changes from three to one and thus is 

eliminated in the next iteration. All the other remaining buses have a degree of higher than two, so 

the process stops. 

 

Figure 2-2: Illustration of 2nd-degree trimming 

 

In the 2nd-degree trimming, the network structure does not change much either because the main 

connections are maintained, and the equivalent branches would be straightforward connections 

which means it is not complicated to define their capacity and cost. For example, if a 2nd-degree 

bus is eliminated, the neighboring buses are connected by a new equivalent branch, as illustrated 

in Figure 2-3. 
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Figure 2-3: Equivalent branches in 2nd-degree trimming 

2.2.2 Binding Buses 

To ensure that the key branches in the reduced model maintain their original attributes, we not 

only retain their terminating buses but also, for one terminating bus, all buses connected to it. We 

call these additional retained buses binding buses and exclude them from the trimming process 

even if they are degree one or two. They are necessary to prevent reduced paths parallel to the key 

branch from being “folded in” to the (retained) key branch, increasing its admittance by the 

admittance of the reduced parallel path.  

 

Figure 2-4 illustrates the concept of binding buses connected to a key branch. We choose the 

terminating bus with the least number of connections to serve as the one for which we identify the 

binding buses, as doing so reduces the number of retained buses and allows for higher reduction 

levels. Binding buses are excluded from the trimming process regardless of their degree. The list 

of binding buses contains the buses connected to each key branch plus all the neighboring buses 

connected to one side of it. 

 

 

Figure 2-4: Binding buses associated with a key branch 

2.2.3 Load and Generation Mapping 

In the trimming process, we allow generation buses to be eliminated if they are not included in the 

binding buses. Therefore, we need to relocate the generators connected to them to the nearest 
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retained buses. We call this process mapping, where each generator is mapped to a new bus that is 

retained. 

 

For the 1st-degree trimming, the mapping is straightforward because the eliminated bus is only 

connected to one bus, so there is only one bus to move the generator to. Even in a radial 

subnetwork, the last eliminated bus is only connected to one bus. So, identifying the new bus to 

map the generators to is simple in 1st-degree trimming. 

 

For the 2nd-degree trimming, since each bus is connected to two other buses, there are two options 

to choose from. In this case, we choose the bus that already has a generator connected to it, if 

available, or the one that is connected to other eliminated generator buses. This helps to reduce the 

number of generator buses in the network, which will be important in the next reduction step, 

where we want to retain the generator buses. The lower the number of generator buses, the higher 

reduction levels we can achieve. Loads on eliminated buses are distributed based on the load factor 

matrix in the Ward reduction approach.  

2.2.4 Trimming Results 

To test the effectiveness of the trimming step in reducing network size, we apply it to different 

networks and assess the reduction level and accuracy. The measures that we consider are the 

number of eliminated buses and branches, the number of generator buses, the number of equivalent 

branches, the flow of key branches, and the OPF results. In these cases, the congested lines in the 

full network and all the buses connected to one end are considered binding buses and are retained 

to maintain the OPF similar to the full network. 

 

For the IEEE 118-bus test network, which has 54 generator buses and 179 branches, the trimming 

results are provided in Table 2-2. In this case, there are 10 key branches leading to 22 binding 

buses that are retained. The number of buses is reduced to 54 after the trimming, and the branches 

are reduced to almost half. Moreover, the number of generator buses is reduced from 54 in the full 

network to 37 after 2nd deg trimming, while the OPM results are identical in all cases because the 

key branches that are retained have the same flow as in the full network (so it is not included in 

the table), and DC OPF results are very close. The minor differences in OPF results are due to the 

changes in power flows in the rest of the network caused by load and generation mapping. This 

reduction in the number of generator buses is of interest because, in the next step, we need to retain 

generator buses. Thus, the lower number of generator buses means that we have more flexibility 

in reduction. 

Table 2-2: Trimming results for IEEE 118-bus network 

IEEE 118 Full Network 1
st

-degree 2
nd

-degree 

N
Bus

 118 112 54 

N
GBus

 54 51 37 

N
Br

 179 173 95 

OPF ($/hr) 128946 128946 128913 
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This step is also applied to two RTE test networks of different sizes, RTE 617 and RTE 6515 

[18,19]. Trimming the RTE617 network with 922 branches reduces the network size to 193 

buses and 325 branches while maintaining the flows of the key branches close to their original 

flow in the full network. The difference between OPF objective functions in the full and reduced 

network is less than 1%. The results for the RTE 617-bus network are provided in  

Table 2-3. 

 

Table 2-3: Trimming results for RTE 617-bus network 

RTE 617 Full Network 1
st

-degree 2
nd

-degree 

N
Bus

 617 388 193 

N
GBus

 163 92 76 

N
Br

 922 566 325 

OPF ($/hr) 347575 347756 349651 

 

Trimming RTE 6515 with 9037 branches leads to a network with 1210 buses and 2290 branches. 

This reduces the network size by 80%, while the difference between OPF objective functions in 

the full and reduced network is around 8%. After mapping the trimmed generator buses to the 

retained buses in the reduced network, the number of generator buses is reduced from 1389 to 448. 

Table 2-4 presents the results for this case. 

 

Table 2-4: Trimming results for RTE 6515-bus network 

RTE 6515 Full Network 1
st

-degree 2
nd

-degree 

N
Bus

 6515 3780 1210 

N
GBus

 1389 739 448 

N
Br

 8104 5369 2290 

OPF ($/hr) 2788806 2553350 2553707 

 

Since we use DCOPF in the CEP, we expect that similarity in OPF results would also apply if we 

used CEP. 

2.3 Identify Study System 

We identify the portion of the network to be studied and potentially expanded as the internal 

system, and the remaining part of the network is referred to as the external system. The entire 

network thus comprises the internal system, the external system, and one or more boundary buses 
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that connect these two parts of the overall system. We apply reduction methods to the internal 

system, while the external network is represented only by the boundary buses.  

2.4 Reduce External System 

By simplifying the external network representation, we can more effectively manage the 

computational burden of CEP and concentrate our efforts on the internal system. This targeted 

approach allows for more precise modeling and analysis of the power system under study. 

 

The external system is reduced to only the boundary buses that connect to the internal system. By 

applying reduction techniques such as Ward elimination and retaining only these boundary buses, 

all the generation and load are aggregated into these representative buses. This significantly 

reduces the network size, allowing for a more manageable and focused analysis of the internal 

system. 
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3. Zone Identification 

The main objective of this chapter is to partition the entire system into several zones. Our goal is 

to ensure that the power transfer patterns between these zones in the reduced model closely 

resemble those in the original full model. This way, any power expansion implemented in the 

reduced model will accurately reflect the results in the full model. 

 

We consider zones to be subnetworks of the overall network, partitioned by selected key branches 

each of which have terminals that are members of the set of interzonal boundary buses. Each zone’s 

buses can be replaced by a subnetwork of one or just a few buses, connected to the boundary buses, 

so that the power flow pattern of the entire network, as indicated by flows on key branches, remains 

very nearly the same. We desire to identify zones to guide our reduction efforts so that we may 

achieve a desired level of network reduction while meeting the targeted performance. 

 

Zone identification is not a new problem for network reduction. Indeed, a relatively recent 

effort [16] proposed a weighted linear program (LP) multi-cut formulation to partition the system. 

In this section, we propose a new zone identification method based on 

minimum spanning tree (MST). The weighted LP multi-cut method and the MST method are 

described in the following subsections, respectively. 

The core idea of zonal division is to partition the system network into several zones based on key 

branches, with each key branch having its terminals in different zones. The subsequent reduction 

process occurs within each zone, while key branches are preserved to maintain the network's 

backbone.  

We described identification of key branches in Section 2.1. Once the key branches are identified, 

we use them to divide the system into zones. This section describes two different algorithms that 

can be used for this zonal division. 

It is important to note that while identifying more key branches typically leads to a greater number 

of zones and a larger reduced network, this process can also, in some instances, divide larger zones 

into smaller ones, thereby simplifying the aggregation process (the aggregation process is 

described in Chapter 5). This aspect of the analysis is nuanced and can be quite complex. 

3.1 Weighted LP Multi-cut Method 

The weighted LP multi-cut method uses the notion of a key branch (i,j), which as indicated in 

Sections 1.3 and 2.1, is an existing branch, projected to be congested. A key bus is a bus 

terminating a key branch. The method selects key branches in advance and then partitions the two 

terminals of these key branches into different zones [16]. It accomplishes this by (1) minimizing 

the sum of the weights of the edges cut by the zonal boundaries subject to: (2) terminals sk and tk 

of each of the K key branches are in different zones; (3) if bus u belongs to the same zone as bus 

v, and bus v belongs to the same zone as bus w, then buses u and w belong to the same zone; (4) 

all branches have non-negative distance. This problem is described analytically as follows: 
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 min∑ 𝑑(𝑖, 𝑗) ∗ 𝑊𝑖,𝑗(𝑖,𝑗)∈𝐸         (3.1) 

 

subject to: 

 

𝑑(𝑠𝑘,  𝑡𝑘) ≥ 1,  𝑘 ∈ {1,… , 𝐾},       (3.2) 

𝑑(𝑢, 𝑣) + 𝑑(𝑣,𝑤) ≥ 𝑑(𝑢,𝑤), 𝑢, 𝑣, 𝑤 ∈ {1,… ,𝑁},    (3.3) 

𝑑(𝑢, 𝑣) ≥ 0,        (3.4) 

 

where: 

• d(i,j) are formally binary decision variables, indicating for any pair of buses (i,j) whether the 

two buses are within a single zone d(i,j)=0 or in different zones d(i,j)=1; for key branches, d=1. 

However, similar to what was done in [16], we solve a relaxed LP version of this problem 

where bus pair (i,j) is within one zone if d(i, j) ≤ 0.5 and between two zones if d(i, j) > 0.5. 

• Wij , real valued weights on bus pair (i,j), where Wij = 0 if bus pair (i,j) represents a key branch; 

Wij = 1 if either bus i or j are key buses (but not both); Wij = 2 if neither i or j are key buses; 

• N is the number of buses; 

• K is the number of key branches; 

• E is the set of lines in the initial network. 

We illustrate this method on the IEEE 118 bus system Pena et al. (2017) [20] by selecting all 

non-radial branches having flow exceeding 200 MW as key branches. Using the above-described 

relaxed multi-cut method, we identify zones as shown in Figure 3-1, where key branches include 

those highlighted in red, which are branches 5-8, 17-30, 26-30, 37-38, 49-66, and 89-92. Figure 

3-1 shows the identification of four distinct zones, summarized in Table 3-1. 

 
Figure 3-1: Zone identification for IEEE 118-bus system using relaxed multi-cut method 
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Table 3-1: Identified zones by relaxed multi-cut method 

Zone # Zone size 
1 3 buses (89, 90, 91) 

2 1 bus (66) 

3 5 buses (8, 9, 10, 30, 38) 

4 109 buses (all remaining ones) 

 

A typical industry model has over 10,000 buses, e.g., models of the US Eastern Interconnection 

often have 90,000 buses or more. Assuming a 10,000-bus model, then the number of variables d, 

(there is a value of d for each pair of buses), is given by N*(N-1)/2=10,000*9999/2 ≈ 5 × 107. 

Consequently, the optimization problem becomes intractable for large systems. Our experience in 

testing the multi-cut method indicates it often results in what we call heterogeneous (or 

nonuniform) partitions, which are partitions of several “small” zones, i.e., zones containing just 

one or just a few buses, and a single “large” zone containing all remaining buses. Such solutions 

minimize the objective function (1) because they tend to minimize the number of additional 

boundary buses between zones (i.e., boundary buses not terminating key branches (sk, tk)) and thus 

the total number of branches (i,j) in the partition for which buses i and j are in different zones (for 

such branches, d(i,j) are decision variables in (1) and take on the value of 1 in the optimal solution).  

 

These solutions, as heterogeneous partitions, are problematic to reduce, for two reasons. First, for 

“small zones,” the extent to which the number of buses and/or circuits may be reduced is extremely 

limited; indeed, if the zone contains just one bus, no reduction is possible. Second, although “large” 

zones offer significant reduction potential, the zone size may constrain that potential since 

excessive reduction in a particular area can eliminate important structural features of that area and 

consequently degrade the fidelity of the reduced model. Overall, having a single zone that contains 

most of what comprises the original system means that the partitioning effect, in the end, offers 

little benefit. To address this, to identify more uniform partitions, we have developed a new MST-

based method, described in Section 3.2. 

3.2 MST method  

In graph theory, an MST, also known as a minimum (weighted) spanning tree, is a subset of 

edges in a graph that connects all nodes while minimizing the total sum of edge weights 

Sedgewick and Wayne (2011) [21]. In other words, it is the minimum weight set of edges that 

links all nodes. Figure 3-2, adapted from Wikipedia contributors (2023) [22], illustrates the MST 

as the dark thick lines for a simple network. 
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Figure 3-2: An example of minimum spanning tree 

 

We have developed an MST-zone identification method to identify zones in a network [23]. This 

method is based on identification of key branches. A key branch, similar to the key branch 

employed in the multi-cut method, is used to partition the network into two zones. Key branches 

must have low weights so that they are selected into the MST and preserved in the reduced 

model. Figure 3-2 highlights in yellow one key branch and the resulting partitioned zones. 

The key branches are likely to have a significant influence on the 

ultimate expansion planning result. Given that our approach, as illustrated in Chapter 1, performs 

both generation and transmission expansion on the reduced model but concludes with a second 

transmission expansion step (via “translation”) on the generation-expanded full model, we observe 

that capturing the network’s power flow pattern is important to retaining congested branches since 

the power flow pattern significantly influences the amount and location of invested generation. 

Thus, we select key branches as those having flow exceeding a specified threshold in the network. 

 

Although key branches are selected before branch weighting is performed, branch weighting 

should ensure that key branches are selected for the MST. If we were to follow the multi-cut 

thinking, we would use the reciprocal of percent loading where the normalization is given with 

respect to the flow limit of each branch. This approach yields a proxy for congestion weighting, 

where lines operating closer to their capacity are assigned lower weights and are more likely to be 

selected into the MST. However, this approach can select low-capacity branches that, although 

congested, do not have much influence on the overall network power flow pattern. To solve this 

problem, we select large-flow branches and medium-flow congested branches. If there are more 

than one load condition (scenario), we can use the average of branch flows over all conditions as 

representative flows for branches. This approach is consistent with our key branch selection 

criteria described in the previous paragraph which prioritizes preservation of the overall network 
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power flow pattern in the reduced model and incorporates advantages of the multi-cut paper’s idea. 

This prioritization is important because, although we perform both generation and transmission 

expansion on the reduced model, we retain from this step only the generation expansion (the final 

transmission expansion is performed following translation as illustrated in Chapter 1). 

 

Once the MST is identified, we remove key branches on the MST one by one, where each key 

branch removal results in partitioning the MST into two subnetworks containing one or more 

buses, one of which is a terminal of the removed key branch. We identify each subnetwork as a 

zone.  With N key branches, the MST results in N+1 zones which can however be recombined to 

a lesser number (if there is at least one branch and no key branch between 2 zones). 

 

The MST method is applied to divide the system into zones, considering the same key 

branches used in the multi-cut method described in the last section. The calculation was 

completed in less than one second using MATLAB, demonstrating the speed of the MST method, 

making it scalable to large industry-sized systems. In addition, there are no single-bus zones in the 

result unless all branches connecting to one bus in MST are selected as key branches, and most 

zones contain over 10 buses. Although there is one larger zone, it is much smaller than the largest 

zone identified in the multi-cut method; in addition, this can be easily addressed by identifying 

one or more additional key branches within this zone. These results indicate that the MST method 

shows promise in effectively identifying power system zones when compared to the multi-cut 

method. 

 

Figure 3-3: Zone identification for IEEE 118-bus system using MST method 
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4. Guided Ward elimination 

4.1 Introduction  

This chapter focuses on step 4 of Figure 1-2, the bus selection and elimination via the Ward method 

[5], within the internal system, while neighboring networks are considered the external system. 

This focus is motivated by the observation that CEP run-time is influenced by both the number of 

buses and branches. While network reduction using Ward's approach is effective in reducing the 

number of buses, it often does so at the expense of a relatively small decrease, and possibly even 

increase, in the number of branches; this affects both run-time and accuracy of the reduced 

equivalent when used for CEP. This chapter addresses this issue; specifically, we address the 

following problem: 

 

In the system under study, generator buses are retained for CEP purposes, and non-generator 

buses are candidates for elimination. We desire to identify a set of buses to eliminate, Se, that 

achieves a good tradeoff between reducing CEP run-time and maintaining modeling fidelity. 

 

For a specified bus-reduction target ΔNbus, CEP run time reduces with more reduction in the 

number of branches, ΔNbr. Moreover, having fewer equivalent branches in the network improves 

the CEP fidelity. Therefore, finding the best buses to eliminate that produce less dense (more 

sparse) admittance matrices is essential, resulting in fewer branches in the reduced network. 

 

To illustrate, Figure 4-1 is an example that compares two different selections of eliminated buses, 

showing the influence of eliminating certain key buses. 

 

 

Figure 4-1: Eliminating two different sets of bus (ΔNbus=1) 

Figure 4-2 demonstrates how retaining an extra bus results in a less complicated network with 

fewer buses and branches. These examples highlight the significance of carefully selecting the 

number of buses to eliminate. 
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Figure 4-2: Eliminating different numbers of buses 

 

The above examples motivate an additional observation. In both cases, the network of (c) is 

topologically more similar to the original network than that of (b). We hypothesize that topological 

similarity lends itself to better modeling fidelity of the CEP problem because topological similarity 

facilitates the calculation of capacities and expansion cost assignments of the equivalent branches 

and improves the accuracy of the translation step. Chapter 6 addresses the calculation of capacities 

and expansion cost assignments of the equivalent branches and the translation step is presented in 

Section 7.3.   

 

Bus eliminations leading to sparser admittance matrices may serve as promising candidates for 

achieving the run-time/modeling fidelity tradeoff we desire. Therefore, the questions we are trying 

to answer are: Which buses should we eliminate? And how many buses to eliminate? 

 

In the following, Section 4.3 provides CEP complexity analysis, and we establish a rationale for 

minimizing the number of variables. Section 4.4 provides a formulation for identifying the bus set 

Se that reduces the number of branches for a given target bus reduction ΔNbus, and Section 4.5 

introduces methods of solving them. Section 4.6 provides results and discussion, and Section 4.7 

concludes. 

4.2 CEP Fidelity and Network Structure 

The fidelity of a CEP applied to a reduced network is highly influenced by how well key features 

of the full network are preserved. Key factors include the number of retained buses and branches, 

which are essential for maintaining the network's integrity. Additionally, retaining key branches 

and buses, especially those associated with congested or constraining lines, is crucial. Binding 

constraints and feasible regions also play a significant role in CEP accuracy, making it vital to 

preserve the same solution space in the reduced network. This can be addressed during the key 

branch identification step, where congested branches are identified, and their corresponding buses 

are retained from elimination. Maintaining the overall structure of the network is desirable, to 

ensure that the reduced model accurately reflects the original system. Minimizing the introduction 

of equivalent lines helps to avoid unnecessary complexities, while accurately estimating the 

capacity and cost of these equivalent branches is vital for maintaining the precision of the reduced 
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network model. Together, these factors contribute to the high fidelity of the CEP, ensuring that the 

reduced network effectively replicates the behavior of the full network. 

 

Among the aforementioned factors, this section focuses on the optimal selection of buses to reduce, 

which is crucial for preserving the network structure and, consequently, results in higher CEP 

fidelity on the reduced network. 

4.2.1 Network Structure Similarity Measures 

The goal is to understand how a reduced network compares to the original network. The reduction 

process may involve the removal of nodes, edges, load and generation displacement and mapping 

or other simplifications of the network structure. To ensure that the essential properties of the 

original network are preserved, we evaluate the similarity between the original and reduced 

networks. 

 

Various measures can be employed to compare the topological structure similarity between graphs, 

which can be categorized into direct structural, centrality, and spectral measures [24]. 

 

• Direct Structural Measures: These include the clustering coefficient, average path length, 

and diameter. They offer direct insights into the structural properties of the network. 

 

• Centrality Measures: This category includes betweenness centrality and degree 

distribution. These measures facilitate understanding the roles of specific nodes and the 

overall distribution of connections within the network. 

 

• Spectral Measures: Examples include the spectral radius, algebraic connectivity, and the 

full spectrum of the Laplacian matrix. Spectral measures provide a global perspective on 

the network’s structure, capturing complex properties such as robustness, connectivity, and 

potential community structures 

 

While all the metrics provide valuable insights into different aspects of network similarity, spectral 

measures and clustering coefficient stand out as the most comprehensive indicators of whether the 

reduced network retains the essential characteristics of the original network. Spectral measures 

capture the global structure and robustness, while the clustering coefficient and average path length 

ensure that local and overall connectivity patterns are preserved. 

 

• Clustering Coefficient: Clustering coefficient is a measure of the degree to which nodes 

in a network tend to cluster together. It is defined for a single node as the ratio of the 

number of actual connections between its neighbors to the number of possible connections 

between them. For the entire network, the average clustering coefficient is often used, 

representing the tendency of the whole network to form tightly knit groups. A high 

clustering coefficient indicates a network with a high degree of local interconnectedness, 

where many of the nodes' neighbors are also connected to each other. 

• Average Degree:  The average degree is a measure of the typical number of connections 

each node in a network has. It is calculated as the total number of edges in the network 

divided by the total number of nodes, giving the mean degree across all nodes. In network 
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analysis, the average degree provides insight into the overall connectivity of the network. 

A higher average degree suggests a more densely connected network, where nodes 

generally have more connections, while a lower average degree indicates a sparser network 

with fewer connections per node. 

• Spectral Radius: The spectral radius is the largest absolute value of the eigenvalues of a 

matrix associated with the network, often the adjacency matrix. In the context of network 

analysis, it provides information about the network's connectivity properties. A higher 

spectral radius indicates that the network may have nodes or regions with a high degree of 

connectivity that are key points in the system. 

• Algebraic Connectivity: Algebraic connectivity, also known as the second-smallest 

eigenvalue of the Laplacian matrix, is a measure of how well-connected a network is. A 

higher algebraic connectivity implies that the network is more robust to node or edge 

removals, indicating strong overall connectivity and resilience. It also reflects the network's 

ability to facilitate synchronization and flow. 

• Full Spectrum of the Laplacian Matrix: The full spectrum of the Laplacian matrix 

consists of all its eigenvalues, which encode various structural properties of the network. 

The smallest eigenvalue is always zero and corresponds to the network's connected 

components, while the other eigenvalues provide insights into the network's connectivity, 

robustness, and other dynamic behaviors. Analyzing the full spectrum allows for a 

comprehensive understanding of the network's global structure. 

It is useful to assess multiple structural and spectral measures for a holistic assessment of the two 

subnetworks' similarity. We focus on “subnetworks” rather than the entire network to facilitate 

network reduction that is performed one zone (or subnetwork) at a time. Each measure captures 

different aspects of the network's topology. This targeted approach ensures that the similarity 

measures accurately represent the degree of similarity between the original and reduced networks, 

focusing on the critical areas of their topology and function. 

4.2.2 Similarity of Structures 

Using the discussed measures, we can evaluate the topological similarity between the original and 

reduced networks. For the examples in Figure 4-1 and Figure 4-2, these measures are calculated 

and presented in Table 4-1: Comparing the similarity of two graphs and their reduced 

versionsTable 4-1. 

 

Table 4-1: Comparing the similarity of two graphs and their reduced versions 

Graph 
Ave Clustering 

Coefficient 
Average 
Degree 

Spectral 
Radius 

Algebraic 
Connectivity 

G1a 0.48 2.33 2.81 1 

G1b 1 4 3 4 

G1c 0.43 2 2.34 1 

G2a 0 2 2.36 0.38 

G2b 1 3 3 4 

G2c 0 1.6 2 1 
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G1 refers to the network (graph) in Figure 4-1, and G2 refers to the network (graph) in Figure 4-2, 

while the letters a, b, and c refer to the three networks in each of Figure 4-1 and Figure 4-2. As 

different measures show, the reduced graph G1c for Figure 4-1 and G2c for Figure 4-2 is more 

similar to the original ones. This shows that eliminating the buses that lead to more sparse 

admittance matrices also helps preserve the topological structure of graphs, as illustrated in Figure 

4-1 and Figure 4-2. 

4.3 CEP Complexity and Problem Size 

Several factors contribute to the compute time of the CEP problem, including network size and 

structure, problem structure, binding constraints, optimization model and solver, and the range of 

input data. The network size is determined by the number of buses and branches, as well as 

generators and loads, and the network structure is how different buses are interconnected by 

branches. The CEP structure includes the model itself, the number of decision variables and 

constraints, and the continuous or integer nature of these variables. Binding constraints, such as 

branch constraints, planning reserve constraints, and CO2 emission reduction constraints, are 

critical in shaping the solution space. The form of the optimization model and the solver further 

influence complexity, involving aspects like solver choice, pre-solving techniques, and the matrix 

range. Additional factors like coefficient magnitudes, degeneracy, feasibility and boundedness, 

data precision, matrix conditioning, implementation quality, hardware, and parallelization can 

significantly impact the computational effort required to solve the CEP problem. 

 

Among these factors, we can only control some to reduce the CEP complexity. This work focuses 

on efficiently reducing the network size to improve CEP run time and tractability. The variables 

we control in the reduction process are the number of buses (Nbus) and the number of branches 

(Nbr). The key question is, what is the relation between these variables and their contribution to 

the CEP complexity and fidelity? 

 

To answer this question, we first define network size as a function of changes in these variables 

our reduction process: 

 

𝛥𝑁𝑛𝑒𝑡 = 𝛼 ∗ 𝛥𝑁𝑏𝑢𝑠 + 𝛽 ∗ 𝛥𝑁𝑏𝑟    (4-1) 

 

The network size is a direct function of ΔNbus and ΔNbr, but depending on the CEP formulation, 

the number of buses and branches can affect the problem size and its complexity differently. There 

are various CEP problems with different objective functions and constraints addressing different 

concerns in planning. Therefore, based on the formulation used for the CEP, we can identify the 

weights for ΔNbus and ΔNbr to minimize the problem size. 

 

Here, we focus on quantifying problem size and the CEP run-time based on the number of buses 

and branches. We propose an analytical method to identify the optimal bus elimination set specific 

to the CEP application to reduce its runtime. By analyzing the CEP problem formulation, we 

determine the impact of buses and branches on problem size and, thus, its runtime. 
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CEP is often formulated as a linear programming (LP) problem in which the run-time depends on 

the optimizer used and the algorithm implemented. For interior point methods, which we use in 

solving CEP, it is known that time complexity is polynomial in the number of variables [25, 26, 

27]. The number of variables in the CEP model depends on the problem structure. A scenario-

based CEP process is modeled in [28], which identifies core and adaptive investments for a flexible 

investment portfolio over the planning horizon based on all the scenarios under study. A simplified 

version of this model with only one scenario without considering the reliability and policy 

constraints is used here as a basic CEP formulation. For this basic CEP, which is carried out over 

Ny periods using Noc operating conditions (blocks) per period, the decision variables include: 

• capacities of expandable generators: Ny×Ng 

• capacities of retired generators: Ny×Ng 

• power generation of generators (one for every bus in every period and block): Ny×Noc×Ng  

• bus angles: Ny×Nbus×Noc  

• capacities of expandable branches: Ny×Nbr 

 

Therefore, the number of CEP decision variables is given by 

𝑁𝑣𝑎𝑟 = 𝑁𝑦{2𝑁𝑔 + 𝑁𝑜𝑐𝑁𝑔 + 𝑁𝑜𝑐𝑁𝑏𝑢𝑠 + 𝑁𝑏𝑟}   (4-2) 

 

Constraints in the CEP problem also impact its run time. For the basic CEP considered here, the 

constraints are: 

• generator limits: 2×Ny×Noc×Ng  

• power balance equations: Ny×Noc×Nbus  

• branch flow limits: 2×Ny×Noc×Nbr  

 

The number of equations that show up in the constraints is: 

 

𝑁𝑐𝑜𝑛 = 𝑁𝑦𝑁𝑜𝑐{2𝑁𝑔 + 𝑁𝑏𝑢𝑠 + 2𝑁𝑏𝑟}        (4-3) 

 

Considering all occurrences of variables in the problem and constraints, we have a total number of 

variables given by: 

 

𝑁𝑝𝑟𝑜𝑏 = 𝑁𝑦 {(3𝑁𝑜𝑐 + 2)𝑁𝑔⏟        
𝐹𝑖𝑥𝑒𝑑

+ 2𝑁𝑜𝑐𝑁𝑏𝑢𝑠 + (2𝑁𝑜𝑐 + 1)𝑁𝑏𝑟⏟                  
𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒

}       (4-4) 

 

A Ward-based network reduction that eliminates load buses and retains generator buses results in 

a reduction of ΔNbus buses and changes the number of branches ΔNbr; so, the first part is fixed, and 

we only have control over the second part in two ways to reduce the size of CEP problem: (i) 

reduce the number of buses Nbus, and (ii) reduce the number of branches Nbr. Based on the above 

analysis of the basic CEP formulation, Nbus appears 2Noc times, and Nbus shows up 2Noc+1 times 

in the problem formulation for each year. Since the number of operating conditions, Noc, is 

typically much more significant than 1, the coefficients of Nbus and Nbr are almost the same, so we 

can assign the same weights to them and have α=β=1. 

 

Consider a given subnetwork in a power system for which the number of load buses that can be 

eliminated is ΔNbus,tot. It may be possible to eliminate a lesser number, i.e., ΔNbus<ΔNbus,tot, without 
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significantly increasing the network size, Nnet, if those buses are chosen so that the number of 

eliminated branches, ΔNbr, is increased. This is attractive because having more buses (fewer 

reduced buses) generally translates to improved modeling fidelity. Moreover, a smaller number of 

branches results in fewer variables and constraints in the CEP problem, improving its run time. 

Therefore, we aim to minimize the problem size Nprob by maximizing ΔNnet=ΔNbus+ΔNbr in our 

reduction process.  

 

The approach taken in this chapter is to identify, for each possible value of bus eliminations 

ΔNbus=1, …, ΔNbus,tot, the bus set Se(ΔNbus), which maximizes ΔNbr. For each of these bus sets, we 

develop the reduced model and assess its accuracy by comparing it to the results of the original 

network. We then create a plot of accuracy vs run-time, and from this plot, we choose the bus 

elimination value that provides good modeling fidelity and significant run-time reduction. 

4.4 Problem Formulation 

To reduce the network size, we first choose the part of the network to reduce. For small systems, 

we may operate on the entire network. However, for large industry-sized systems, we typically 

divide the network into several zones and then reduce the size of a subnetwork (a zone) within the 

larger network. We aim to reduce zones by eliminating buses using Ward reduction. In the 

following, we define Problem 1, where, for a specified number of buses to eliminate (ΔNbus), the 

buses are chosen to maximize the reduction in the number of branches (ΔNbr). We also define 

Problem 2, where the number of buses is selected to maximize ΔNnet. Problem 1 is a subproblem 

to Problem 2, meaning Problem 2 can be solved by repeatedly solving Problem 1 for different 

values of ΔNbus. 

 

Problem 1: 

Find the best set of a specified number of buses to eliminate: 

 

𝑚𝑎𝑥 𝛥𝑁𝑏𝑟 (𝑥) 

𝑠. 𝑡. 

∑𝑥𝑗
𝑗

= 𝐽 

𝑥𝑗 = 0∀𝑗 ∈ 𝑟𝑒𝑡𝑎𝑖𝑛𝑒𝑑 𝑏𝑢𝑠 𝑙𝑖𝑠𝑡 

 

Problem 2: 

Find the best set of any number of buses to eliminate: 

 

𝑚𝑎𝑥𝛥𝑁𝑛𝑒𝑡(𝑥) 

𝑠. 𝑡. 

∑𝑥𝑗
𝑗

≤ 𝐽𝑚𝑎𝑥  

𝑥𝑗 = 0∀𝑗 ∈ 𝑟𝑒𝑡𝑎𝑖𝑛𝑒𝑑 𝑏𝑢𝑠 𝑙𝑖𝑠𝑡 

 
Denoting the total number of buses in the zone as Jtot, x is a Jtot × 1 vector with binary elements 0 

or 1 (xj ∈ {0,1}). Each xj indicates whether its bus bj in the zone should be retained (if xj=0) or 
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eliminated (if xj=1). Jmax is the maximum number of buses allowed to be eliminated in the zone, 

and J is the designated number of buses to be eliminated, satisfying J ≤ Jmax. As indicated in Section 

II, ΔNbr is the number of branch reductions, and ΔNbus is the number of bus reductions. For a given 

ΔNbus, ΔNbr is obtained by performing Ward reduction on the zone. 

 

The evaluation of ΔNbr and ΔNbus using Ward reduction is independent of the order in which buses, 

or zones, are eliminated, i.e., bus elimination is commutative. This is supported by the fact that for 

a system containing a retained subsystem "I", and two subsystems to be eliminated "E1" and "E2", 

as shown in Figure 4-3, the solution is the same, given by (4-5), independent of which subsystem 

is eliminated first. 

 

Figure 4-3: System used for showing communicative property of bus elimination 

𝑌𝑟𝑒𝑑𝑢𝑐𝑒𝑑 = [

𝑌𝐼𝐼 𝑌𝐼𝐵1 𝑌𝐼𝐵2
𝑌𝐵1𝐼 𝑌𝐵1𝐵1 − 𝑌𝐵1𝐸1 × 𝑌𝐸1𝐸1

−1 × 𝑌𝐸1𝐵1 𝑌𝐵1𝐵2
𝑌𝐵2𝐼 𝑌𝐵2𝐵1 𝑌𝐵2𝐵2 − 𝑌𝐵2𝐸2 × 𝑌𝐸2𝐸2

−1 × 𝑌𝐸2𝐵2

]    (4-5) 

4.5 Bus Selection: Solving Problem 1 

Various approaches are considered to provide reasonable solutions to Problem 1, i.e., for a specified 
ΔNbus, to identify sets of eliminated buses that yield a sparse Ybus matrix and, therefore smaller 
number of branches. These approaches are described in the following five subsections. 

4.5.1 Lowest Connection Degree (LCD) 

This approach eliminates the first k buses with the lowest connection degree, where the connection 

degree is determined by the number of branches connected to each bus. It is a straightforward and 

fast method to choose buses and reduce the network. However, this approach does not consider 

the subsequent effects of the elimination process. While this method may result in lesser-quality 

solutions, it can be used to reduce the search space when initiating other methods. 

4.5.2 Approximate Minimum Degree (AMD) 

AMD selects buses that introduce the fewest new branches. It involves trial simulations of every 

feasible alternative at each step and provides near-optimal results. We eliminate buses in the 

obtained order and skip buses that should be retained. The difference between this method and the 

exhaustive search is that instead of trying all the possible combinations, AMD uses techniques 

based on the quotient graph for matrix factorization to obtain computationally cheap bounds for 

the minimum degree [27]. This method can also be modified to better fit the problem by using it 

iteratively after eliminating each suggested bus until the desired number of buses is eliminated 

[29], which we have implemented here. 
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4.5.3 Nested Dissection (ND) 

The ND method is a multilevel graph partitioning algorithm employed to generate orderings of 

sparse matrices that minimize fill-ins. The algorithm operates by iteratively simplifying the 

adjacency matrix of the given graph. This simplification is achieved by the strategic aggregation 

of nodes and edges. The initial phase of the algorithm merges nodes and edges and then reorders 

the reduced graph. Subsequently, it employs refinement steps to reverse the simplification and 

produce a reordering of the original graph [30]. 

4.5.4 Genetic Algorithm (GA) 

Problem 1 may be solved using a genetic algorithm (GA), where the GA is employed to identify 

the best set of buses to eliminate. The algorithm starts with an initial population of possible 

solutions (sets of buses), with each individual denoted by x, which is, as indicated in Section III, 

a vector containing binary elements 0 or 1. Individuals with higher fitness (better reduction quality) 

are selected through successive generations, undergo genetic operations (crossover and mutation), 

and produce offspring. This process promotes the evolution of better solutions. By iteratively 

refining the population, the GA efficiently searches the solution space to identify the optimal set 

of buses to eliminate. The parameters used for the GA in this work are 100 generations, 50 

individuals per population, 20 parents, and a 0.1 mutation rate. Then, the GA is run ten times, and 

the best outcome is saved as the optimal solution. 

 

We may use GA with a randomly chosen initial population. Still, the GA finds reasonable solutions 

with fewer iterations if the initial population is seeded with solutions from one or more of the 

methods described above; we refer to this approach as Seeded GA. 

4.5.5 Exhaustive Search (ES) 

This method involves considering all possible combinations of buses as a set to be reduced, 

providing the absolute optimal solution. However, given this method's computational intensity, it 

is unsuitable for large subnetworks. Nevertheless, this method is feasible in the case of a small 

network or in applying the reduction to small zones. Applying ES involves two main steps: (1) 

enumerate all possible sets of buses, and (2) test each set to evaluate its impact on the network 

reduction. By employing this approach, we are guaranteed to find the optimal bus set; the result 

can then be used to evaluate other methods' effectiveness. 

4.6 Results and Discussion 

We use the IEEE 118-bus test system to compare the performance of the selected methods. 

Initially, the full 118-bus system is analyzed, followed by a zonal analysis to confirm Problem 1 

solutions. This zonal approach aligns with the practical applications of bus elimination. Lastly, we 

demonstrate the run-time/modeling fidelity trade-off for a subsystem of the 118-bus network. 

4.6.1 Application to Entire 118-Bus System 

Our investigation starts by analyzing the performance of various methods when eliminating a fixed 

number of buses. We examine the full 118-bus network, retaining 40 buses and targeting 20 for 
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elimination from the remaining 78 to maximize ΔNnet. Methods described in Section 4.5 (except 

for the exhaustive search) are applied to identify the "best" set of 20 buses to be eliminated. Then, 

Ward reduction is used on the IEEE 118-bus system with 179 branches to obtain the reduced 

equivalent network. Table 4-2 presents the new number of branches and total variable reduction 

for each method. Here, the obtained ΔNnet depends on which method is used. The Seeded GA 

method provides the best solution, outperforming ND, AMD, and LCD methods. 

Table 4-2: Network reduction results by different methods for ΔNbus=20 

Method Nbr ΔNnet 

Random Selection 169 30 

Lowest Connection Degree (LCD) 157 42 

Approximate Minimum Degree (AMD) 156 43 

Nested-Dissection (ND) 154 45 

Genetic Algorithm (GA) 145 54 

Seeded GA 143 56 

 

To address problem 2, we solve problem 1, using each of the methods above, for a range of 

different bus elimination values. Results are shown in Figure 4-4; the following observations are 

made:  

• Each method results in a different ΔNbr for a fixed ΔNbus and for various values of ΔNbus.  

• While the GA with random seed initialization proves effective for a moderate number of buses 

marked for elimination, its effectiveness wanes when dealing with larger numbers of buses.  

• The Seeded GA, which is initialized with solutions from the other methods, has the best 

performance, always finding bus elimination sets having the largest value of ∆𝑁𝑏𝑟
𝑚𝑎𝑥. 

• It is observed in GA results that eliminating more buses does not necessarily lead to more 

reduction in the number of branches. Therefore, it is important to find the optimum ΔNbus with 

the maximum of ΔNbr. This motivates the approach described in Subsection 4.5.  

 
Figure 4-4: ΔNbr for different levels of bus reduction, ΔNbus, by various methods 
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4.6.2 Application to Individual 118-Bus System Zones 

The proposed approach is then applied to several zones within the 118-bus system. The smaller 

size of the network makes it possible to run an exhaustive search and compare its results with our 

proposed seeded GA method. Here, we use the zones identified by the minimum spanning tree 

(MST) method, as described and illustrated in Section 3.2. This method divides the network into 

8 zones. Our goal here is to choose the best buses to eliminate within each zone. For the zones 

with more than three buses to select from for elimination, we apply the methods above and find 

ΔN'br,max, and the associated number of buses to eliminate, ΔN'bus. Because the buses to select from 

are relatively few, we are able to apply the exhaustive search method here, which enables 

assessment of our various search methods. 

 

Results for zone 2 which is the largest zone in the network, are provided in Figure 4-5 for each 

number of ΔNbus. We see that the reduction in the number of branches is not a linear function of 

number of eliminated buses, i.e. eliminating more buses does not always result in more reduction 

in the number of branches. Inspection of these results also indicates that the three methods LCD, 

AMD, and ND do not always obtain optimal set of buses that result in the maximum reduction in 

the number of branches. In this case, both methods GA, Seeded GA obtain the optimal results for 

all the ΔNbus as the exhaustive search. 

 

Among different ΔNbus and their optimal set of buses, we choose the one that leads to the maximum 

ΔNnet, which is ΔNbus=14 for zone 2 with ΔNbus=16 and ΔNnet=30. 

 

 

Figure 4-5: Optimal bus sets for each ΔNbus for zone 2 by various methods 

 

Final results of each method for the other zones are provided in Table 4-3. As expected, the graph 

theory methods do not always obtain optimal results. However, the GA and Seeded GA methods 

obtain correct results for all zones. These results, combined with the result from Subsection 4.6.1, 

confirm that the Seeded GA is an effective approach, as it takes advantage of the results from the 

LCD, AMD, and ND methods and improves on them via heuristic search. 

 



   

 

31 

Table 4-3: Comparing ΔNbr, for different methods applied to zones 

Zone Buses to select from LCD AMD ND GA Seeded GA ES 

1 5 4 4 4 4 4 4 

2 15 16 14 15 16 16 16 

4 7 7 5 5 7 7 7 

7 4 6 6 6 6 6 6 

8 12 17 17 17 17 17 17 

4.6.3 Assessing Run-time/Fidelity Tradeoff 

The selection of the appropriate bus elimination set involves a three-step process, which we 

illustrate using the IEEE 118-bus system, consisting of 186 branches and 54 generators. In this 

test, we retain the generator buses and those connected to congested branches. 

 

First, we illustrate the resulting ΔNbr values for each bus set in Figure 4-6, showing that reducing 

the number of buses does not necessarily decrease the number of branches. Thus, it is important 

to select a bus set that avoids introducing additional branches to the network. 

 

 

Figure 4-6: ΔNbr of each bus set elimination for the 118-bus system 

Second, we develop the reduced equivalent for each bus set, including equivalent circuit capacity 

estimates. We are developing and using an alternative capacity estimation approach, which is 

presented in Section 6.1. The CEP is run on the equivalent network of the last 15 sets of selected 

buses, and their results are compared with the full network, demonstrating CEP fidelity in terms 

of relative error. 

 

Third, we develop visuals to observe tradeoffs between model fidelity and run-time (or a run-time 

proxy, "ticks" which indicate run-time but without the influence of machine loading or memory 

usage). Figure 4-7 plots run time vs. CEP error, with the number of variables labeled beside each 

point. Desirable bus elimination sets should be computationally fast (low in ticks) and highly 

accurate (low in error), such as points with ΔNnet of 94 (ΔNbus =41, ΔNbr =53) and 111 (ΔNbus =49, 

ΔNbr =62). These points have a smaller ΔNbus and higher ΔNbr, indicating that eliminating fewer 
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buses leads to higher fidelity in the CEP model, consistent with the principle that more buses lead 

to improved modeling fidelity. 

 

 

Figure 4-7: Run time and CEP error for each bus set for the 118-bus system 

This analysis highlights the importance of selecting the right combination of ΔNbus and ΔNbr to 

achieve the highest fidelity and fastest computation. However, determining the appropriate weights 

for ΔNbus and ΔNbr depends on the network’s topological structure, k. These weights, αk and βk, can 

be determined by analyzing the fidelity and run-time of each specific structure. This analysis can 

then be applied to similar topological structures in real-world power networks. To accomplish this, 

we first need to identify frequent topological structures in the power networks by applying graph 

mining approaches to a significant database of networks. Then, the proper weights for each 

structure can be obtained by using the same experiments proposed in this project. The final step is 

to detect similar structures in the network under study and apply the corresponding coefficients to 

achieve the best tradeoff between fidelity and complexity. 

4.7 Conclusion 

The focus of this chapter is on improving network reduction in power system planning by 

identifying desirable sets of buses for elimination. We find that considering the reduction in the 

number of branches is helpful in this process. By comparing methods, the study determines a 

suitable approach for selecting a bus set that maximizes ΔNbr given a targeted number of buses to 

eliminate. Repeating this approach for all possible bus elimination values identifies candidate bus 

sets. A bus set is chosen that provides a good tradeoff between the number of variables (a proxy 

for CEP run-time) and modeling fidelity. Network topological structures are another important 

aspect that plays a role in the CEP run time and fidelity, which we aim to address in our future 

work. 
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5. Bus Aggregation

Once the internal load buses have been eliminated, our subsequent objective is to reduce the 

number of internal generator buses. If we choose bus elimination to address the generator buses, 

it will result in the introduction of numerous partial generators, thereby making the evaluation 

of their parameters complex. Hence, we resort to bus aggregation. 

One type of aggregation method is based on similarities between vectors of power transfer 

distribution factors (PTDFs), where each vector corresponds to a bus in the network and each 

element (row) of the vector corresponds to a branch in the network, so that an element of a vector 

indicates the effect of an injection at the vector’s bus on the flow of the element’s branch, see [11]. 

Therefore, similarity of two vectors, as detected by a clustering algorithm such as K-means, 

indicates that injections at the two vectors have similar effects on flows in the network. A key 

problem here is the similarity detection and the identification of suitable hyperparameters 

controlling the algorithm as their selection is influential, and it becomes challenging when utilizing 

the clustering algorithms for large-scale systems. As a result, we have devised an alternative bus 

aggregation method based on the system’s topology. This idea was originally proposed in [7]. In 

that work, only a few specific types of network topologies were considered. In this endeavor, we 

aim to develop a more comprehensive method that can be applied to networks of any topology. 

5.1 Topology-based Aggregation 

5.1.1 Topology Building for Aggregated Generator Buses 

This step involves determining the topology of the resulting aggregated subnetwork. When 

a boundary bus can be reached by one internal generator bus through another internal 

generator buses, those internal generator buses are directly connected to that boundary bus. In 

cases where multiple internal generator buses share the same set of directly connected 

boundary buses, they can be merged into a single generator bus. For instance, in Figure 5.1, 

buses 1 and 6 of the left-hand diagram share an identical set of boundary buses (5 and 12) 

to which they are directly connected. Consequently, they can be consolidated into a new bus 

denoted as Bus 119. However, an additional internal generator bus, Bus 4, has direct access to 

boundary buses 5, 12, and 13, which differs from generator buses 1 and 6. Hence, it cannot be 

combined with these two buses. 

Figure 5-1: Generator Aggregation Effect of One Zone in IEEE 118 
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5.1.2 Impedance Calculation 

After determining a subnetwork’s topology, the next step is to compute the impedance of 

newly formed branches. From Ohm’s law, we have 

𝑌𝐵𝑢𝑠 ⋅ 𝑉𝐵𝑢𝑠 = 𝐼𝑖𝑛𝑗          (5-1) 

If we set 𝐼𝑖𝑛𝑗
1,2

 as [1, −1, 0, ..., 0]T, then using 𝑌𝐵𝑢𝑠
−1 ⋅ 𝐼𝑖𝑛𝑗

1,2
 can give us bus voltage vector 𝑉𝐵𝑢𝑠

1,2
 when 

one unit of current is injected at bus 1 and withdrawn at bus 2. 𝑉𝐵𝑢𝑠−𝑗
1,2

 is the element j of 𝑉𝐵𝑢𝑠
1,2

. If 

we go one step further, 
𝑉𝐵𝑢𝑠−1
1,2 −𝑉𝐵𝑢𝑠−2

1,2

1
can calculate the Thevenin impedance 𝑍𝑇ℎ𝑒𝑣𝑒𝑛𝑖𝑛

1,2
 seen from 

buses 1 and 2. Here, a 1 in the denominator means one unit of injected current. From this 

perspective, we can put boundary buses ahead of internal buses in the sorting process and then 

define a transform matrix as 

 

 (5-2)  

The size of 𝑇𝑟 is 𝑁𝑏𝑢𝑠 ⋅
𝑁𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦⋅(𝑁𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦−1)

2
, where 𝑁𝑏𝑢𝑠 is the number of buses within this zone 

and 𝑁𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 is the number of boundary buses in this zone. Using 𝑇𝑟, we can define the Thevenin 

impedance matrix as: 

𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛 = 𝑇𝑟
𝑇 ⋅ 𝑉𝐵𝑢𝑠 = 𝑇𝑟

𝑇 ⋅ 𝑌𝐵𝑢𝑠
−1 ⋅ 𝐼𝑖𝑛𝑗 = 𝑇𝑟

𝑇 ⋅ 𝑌𝐵𝑢𝑠
−1 ⋅ 𝑇𝑟       (5-3) 

 

where 𝑉𝐵𝑢𝑠 = [𝑉𝐵𝑢𝑠
1,2 , … , 𝑉𝐵𝑢𝑠

𝑁𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦−1, 𝑁𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦  ], and 𝑉𝐵𝑢𝑠
𝑖,𝑗

 is the bus voltage vector when there is 

one unit of current being injected at boundary bus i and withdrawn at boundary bus j. 

 

Diagonal elements of 𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛  are the Thevenin impedances seen from each two boundary 

buses. The meaning of its off-diagonal elements is voltage differences measured at two boundary 

buses when one unit of current is injected at another two boundary buses. For example, 𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛
3,3

 

means the Thevenin impedance of the third pair boundary buses, i.e bus 1 and bus 3, and 𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛
3,4

 

means the voltage differences measured at the third pair boundary buses 1 and 3 when one unit of 

current is injected at the fourth pair, buses 1 and 4. 

 

We want the aggregated subnetwork to have similar external characteristics as the 

original full network; therefore we can assume they have the same Zthevenin matrix. Then we have 

𝑇𝑟
𝑇 ⋅ 𝑌𝐵𝑢𝑠

−1 ⋅ 𝑇𝑟 = 𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛 = 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
𝑇 ⋅ 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑

−1 ⋅ 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑      (5-4) 
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The 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
𝑇  is  

 
The 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑

𝑇  appears similar to Tr, except its number of rows is 𝑁𝐵𝑢𝑠  reduced, which is 

determined by aggregated topology in the last section. In addition, the 𝑌𝐵𝑢𝑠  reduced can be 

expressed as: 

𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 = 𝐴𝑅
𝑇 ⋅ 𝐷𝑌

𝑅 ⋅ 𝐴𝑅         (5-5) 

where 𝐴𝑅 is the incidence matrix of the reduced internal network and 𝐷𝑌
𝑅 is diag(

1

𝑋𝑅
), formed by 

the objective branch admittances of the reduced network that has similar external characteristics 

with original network. We define 𝐾 = 𝑝𝑖𝑛𝑣(𝐴𝑅) and 𝐵 = 𝑝𝑖𝑛𝑣(𝑇𝑟_𝑟𝑒𝑑𝑢𝑐𝑒𝑑) where function pinv 

indicates the pseudo-inverse. Combining equation (5.4), (5.5), we obtain a least-square estimation 

for 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
−1  according to 

𝐵𝑇 ⋅ 𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛
⋅ 𝐵 = 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑

−1 ̇ = [𝐴𝑅
𝑇 ⋅ 𝐷𝑌

𝑅̇ ⋅ 𝐴𝑅]
−1

= 𝐾 ⋅ 𝐷𝑋
𝑅̇ ⋅ 𝐾𝑇     (5-6) 

where 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
−1 ̇  is the estimator of 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑

−1 , and 𝐷𝑌
𝑅̇ is the estimator of 𝐷𝑌

𝑅, and 𝐷𝑋
𝑅̇ is the 

inverse of 𝐷𝑌
𝑅̇ , representing the estimated diagonal matrix formed by branch impedances in 

the reduced network. And thus, 𝑋𝑅 is estimated via 

 

𝐷𝑋
𝑅̇ = 𝐴𝑅 ⋅ 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑

−1 ⋅ 𝐴𝑅
𝑇 = 𝐴𝑅 ⋅ 𝐵

𝑇 ⋅ 𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛 ⋅ 𝐵 ⋅ 𝐴𝑅
𝑇        (5-7) 

whose diagonal elements are estimated branch impedances for the reduced network, i.e., 𝑋𝑅̇. 

 

If the reduced network does not have the same list of Thevenin impedances as the original 

subnetwork, then the result of this approach results is the best (in the sense of least square 

error) approximation. 

 

After that, we can use equation (5-7) to estimate 𝑋𝑅  from the previous 𝑌𝐵𝑢𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
−1 . Despite 

the expectation that the estimated diagonal matrix 𝐷𝑋
𝑅̇  solved in equation (5-7) would be 

diagonal, it is consistently observed to be non-diagonal. Using the equation 

𝑍𝑡ℎ𝑒𝑣𝑒𝑛𝑖𝑛 = 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
𝑇 ⋅ 𝐾 ⋅ 𝐷𝑋

𝑅̇ ⋅ 𝐾𝑇 ⋅ 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 = 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
𝑇 ⋅ 𝐾 ⋅ (𝐷𝑋

𝑅 + 𝑁𝑇𝐾)
̇ ⋅ 𝐾𝑇 ⋅ 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 , 

where 𝑁𝑇𝐾  is in the null space of 𝑇𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑
𝑇 ⋅ 𝐾, we can take advantage of 𝑁𝑇𝐾 to diagonalize 
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matrix 𝐷𝑋
𝑅̇ via the least squares method. If we define 𝑁𝑇𝐾

𝑖  as matrix 𝑁𝑇𝐾 without row i and 𝑑𝑋
𝑖  as 

ith column of 𝐷𝑋
𝑅̇ without ith row, then we can use [(𝑁𝑇𝐾

𝑖 )
𝑇
⋅ 𝑁𝑇𝐾

𝑖 ]
−1

𝑁𝑇𝐾
𝑖 ⋅ 𝑑𝑋

𝑖 to obtain the least-

square solution of si, which forces all elements, except row i, in column i of 𝐷𝑋
𝑅̇to be zero. By 

applying analogous procedures to the remaining columns, we can ultimately make 𝐷𝑋
𝑅̇ 

matrix with a more diagonal shape using the equation below 

𝐷𝑋
𝑅 𝑛𝑒𝑤̇ = 𝐷𝑋

𝑅̇ − 𝑁𝑇𝐾 ⋅ [𝑠1, 𝑠2, … , 𝑠𝑛]. 
The newly determined impedance values on the diagonal parts of the 𝐷𝑋

𝑅 contribute to ensuring 

that the reduced network exhibits Thevenin impedances that are more closely aligned with those 

of the original network. 

 

As this method serves as an approximate solution to achieve a reduced 

subnetwork with external characteristics closely resembling the original subnetwork, it is essential 

to ensure the effectiveness of the reduction. To assess the reduction’s impact, we employ a method 

that involves testing the performance metric of flow (identified as the OPM in Section 1.4.2.1) on 

selected key branches after constructing a reduced subnetwork. If the similarity between the the 

reduced subnetwork and the original network exceeds a predetermined threshold deemed 

acceptable, we refrain from further aggregation within that zone.  

 

Branches with impedance exceeding 20 pu are eliminated as they are considered open circuits 

(such branches can appear as a result of Ward reduction). Due to the removal of these branches, 

buses (along with their associated generators and loads) which become isolated from the main 

system are eliminated. This is due to the significant impedances that separate the two sides, making 

it difficult for the power from the rest of the system to interact with them. 

5.2 Bus Aggregation Method – Quotient Graph (QG) 

A significant reduction in system size may be achieved via the implementation of 

topology-based aggregation on the internal generator buses of each zone, as described in Section 

5.1.1. However, considering our primary objective of minimizing system size, we utilize another 

form of bus aggregation method as a second-round aggregation following the topology-based 

aggregation. 

 

This second aggregation method is based on the influence of buses on system branch flows. The 

QG aggregation is positioned after the topology-based generator aggregation due to greater 

confidence in the latter approach. The primary challenge with QG aggregation lies in selecting 

appropriate hyperparameters. To mitigate this, hierarchical clustering was employed to group 

buses by mutual distances, offering a more precise alternative to cluster iteration, though it remains 

somewhat approximate. The inclusion of the QG step aims to further reduce system size, but with 

some inaccuracy. We have found that performing the QG step first reduces the effectiveness of the 

topology-based aggregation, which has proven to be more accurate in various test cases. 

 

The bus aggregation method, based on similar bus features, was initially proposed by [8] and [9]. 

The authors of [8] used locational marginal prices (LMP) for aggregation, while those of [9] 

employed Power Transfer Distribution Factors (PTDFs) to reduce the PTDF matrix while retaining 

the system's structural characteristics. However, this method's dependence on the operational state 
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can cause variations in the interzonal impedances of the reduced system, making it challenging to 

achieve a single, consistent network under varying load conditions or scenarios. Reference [10] 

addressed this by using the pseudo-inverse for impedance calculations, and [11] later refined the 

approach using PTDF columns for clustering and the least squares method for computing inter-

zonal impedances. Despite these advancements, the method's dependency on operational 

conditions remains a limitation, preventing the formation of a unique network when multiple 

scenarios exist. The next section addresses this issue and proposes a solution. 

5.2.1 Quotient Graph Theory 

In the DC formulation, the branch flow and bus power injections are linearly related to bus 

voltage angles as: 

𝑃𝑖𝑛𝑗 = 𝐵𝐵𝑢𝑠 ⋅ 𝜃           (5-8) 

and 

𝑃𝑓𝑙𝑜𝑤 = 𝐷 ⋅ 𝐴 ⋅ 𝜃 = 𝐵𝑏𝑟𝑎𝑛𝑐ℎ  ⋅ 𝜃       (5-9) 

where 

o 𝑃𝑖𝑛𝑗 represents the bus net power injection vector 

o 𝑃𝑓𝑙𝑜𝑤 represents the branch power flow vector 

o 𝐵𝑏𝑢𝑠 is the bus susceptance matrix 
o D is the primitive susceptance matrix 

o A is the node-arc incidence matrix. 

o 𝐵𝑏𝑟𝑎𝑛𝑐ℎ is equal to D*A. 

If we combine (5-8) and (5-9), we then obtain  

𝑃𝑓𝑙𝑜𝑤 = 𝐵𝑏𝑟𝑎𝑛𝑐ℎ ⋅ 𝐵𝐵𝑢𝑠
−1 ⋅ 𝑃𝑖𝑛𝑗       (5-10)  

From (5-10) we can also obtain the system PTDF matrix [31] as: 

𝜙 = 𝐵𝑏𝑟𝑎𝑛𝑐ℎ ⋅ 𝐵𝐵𝑢𝑠
−1            (5-11) 

Assuming the system has N buses and L branches, then the size of the PTDF matrix is L × N. 

Each row of the PTDF matrix corresponds to one branch and each column represents one bus. 

In an ideal scenario, if two PTDF columns are exactly identical, the net power injection at 

one bus will have an equivalent impact on the system power flow as the net power injection at 

another bus. This implies that the combined net power injections of these buses collectively 

influence the system power flow, rather than individual contributions. As a result, we can group 

these buses into a single zone and utilize a single aggregated bus to represent them. Furthermore, 

the loads and generation associated with the buses in the original system will be aggregated onto 

these newly designated representative buses. 

5.2.2 Clustering Algorithm 

Clustering, as an unsupervised learning algorithm, focuses on grouping objects with similar 

characteristics together while separating distinct objects into different clusters. In our case, each 

bus represents an object, and the elements of the corresponding PTDF column serve as its defining 

properties. Consequently, we assign buses to different clusters based on the similarity of their 

PTDF columns. Methods used to detect similarity among PTDF columns are as follows: 

o Centroid-based method (K-Means): K-means clustering, which was proposed in [32], is 

widely recognized as the predominant centroid-based clustering method. It involves 

representing each cluster by a central vector, which may not necessarily be a member of the 
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dataset. The centroid-based approach relies on two hyperparameters: the specified number of 

clusters (k) and the initial center points. Points close to a center point are assigned as members 

of that cluster, and their mean value becomes the new center point. Through multiple iterations, 

the algorithm strives to reach a local optimum where the squared distances from the cluster 

centroids are minimized. There exist several notable variations of K-means clustering, 

including K-medoids (which employs actual data points as center points instead of mean 

values), K-medians (which uses the median value instead of the mean), and K-means++ (which 

employs a less random approach for selecting initial center points). While K-medoids and K-

medians are more robust against outliers due to their non-reliance on mean values as center 

points, they require additional iterations, resulting in longer convergence times. 

o Connectivity-based method (Hierarchical clustering): Connectivity-based clustering relies 

on the fundamental concept that objects in close proximity exhibit a stronger relationship. As 

a result, the two closest objects are initially merged into a single object, followed by the 

merging of the subsequent closest pair of objects. This merging process continues until all 

objects have been merged into a cohesive structure. Hierarchical clustering, which was 

proposed in [33] initially, encompasses a diverse range of methods, distinguished by their 

approaches to distance computation (such as Euclidean or Mahalanobis distances), linkage 

types (such as average or complete linkage), and the direction of clustering (either 

agglomerative or divisive). 

o Distribution-based method (GMM): The distribution-based method operates under the 

assumption that data points are generated according to specific statistical distribution models. 

For instance, GMM (Gaussian Mixture Model) clustering, proposed in [34], relies on the 

assumption of Gaussian distribution. However, this assumption can be overly restrictive in 

many cases, and it may not be possible to find a suitable distribution type for many real-world 

datasets. 

o Other methods: In addition to the methods mentioned earlier, two other types of clustering 

methods are commonly used: the Density-based method (DBSCAN) and the graph-based 

method (spectral clustering). However, applying DBSCAN may lead to incorrect results 

because it clusters buses into two layers, potentially merging buses with significantly different 

PTDF columns. On the other hand, the graph-based method requires the construction of a 

connected network between buses, which is unnecessary and troublesome for our purpose. 

Therefore, these two methods, along with the Gaussian Mixture Model (GMM), are deemed 

unsuitable for our current scenario. Hierarchical clustering and K-means are two suitable types 

of clustering algorithms, each with its own advantages. Hierarchical clustering is generally 

faster compared to other algorithms, but it may result in a majority of buses being grouped into 

a small number of clusters, while the remaining buses are divided into numerous other clusters. 

On the other hand, K-means and K-medoids clustering tend to produce more evenly distributed 

results, but they are slower due to their iterative nature. 

5.2.3 Calculation of Parameters 

Once the system buses have been grouped into different clusters, the next step is to construct 

the reduced system network, specifically the inter-group branches, based on the original system. 

We use the term “inter-group” here to differentiate it from the previously used term “interzonal,” 

as QG aggregation is applied upon each zone individually and the groups are considered as 

subzones in this context. If there are branches directly connecting two clusters, a single branch 
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should be present in the reduced network. Since the subsequent expansion planning study will 

utilize DC power flow to assess operational costs, our focus here is to determine the impedance of 

these inter-group branches, disregarding any resistance considerations. 

 

Our primary objective is to ensure that the inter-group power flows in the reduced network 

closely match the corresponding values in the original full network. This alignment provides that 

expansion planning conducted on the reduced network will generate similar inter-group 

transmission investments as those obtained from the full network. 

 

We desire to express the inter-group power flows as a function of the PTDF matrix Φ and the 

power injections Pinj . To do so, we recall from (5-10) and (5-11) that  

𝑃𝑓𝑙𝑜𝑤 = 𝜙𝑃𝑖𝑛𝑗      (5-12) 

We now define a transform matrix Π which is used to convert branch flows to inter-group flows, 

i.e., 

𝑃𝑓𝑙𝑜𝑤
𝑖𝑛𝑡𝑒𝑟−𝑔𝑟𝑜𝑢𝑝

= 𝜋𝑃𝑓𝑙𝑜𝑤    (5-13) 

Substitution of (5-12) into (5-13) results in  

𝑃𝑓𝑙𝑜𝑤
𝑖𝑛𝑡𝑒𝑟−𝑔𝑟𝑜𝑢𝑝

= 𝜋𝜙𝑃𝑖𝑛𝑗     (5-14)  

Transform matrix Π is used to convert branch flows to inter-group flows. If the number of inter-

group branch is LR and the number of branches in the original network is L, then Π is an LR*L 

matrix. Assuming it is the branches i1 and i2 that connect group 1 and group 2, and inter-group 1-

2 is regarded as the first inter-group branch in the reduced network, then the elements 

corresponding to i1 and i2 in first row of the Π matrix are non-zeros. If these two branches are in 

the same direction as the inter-group branch, then they will be 1 in Π, or they will be -1. The 

remaining elements in first row of 𝜙 will be zero. 

 

The inter-group power flows in the reduced network can be represented as: 

(𝑃𝑓𝑙𝑜𝑤
𝑖𝑛𝑡𝑒𝑟−𝑔𝑟𝑜𝑢𝑝

)
𝑅
= 𝜙𝑅(𝑃𝑖𝑛𝑗)𝑅 =

(𝐵𝑏𝑟𝑎𝑛𝑐ℎ)𝑅 ⋅ (𝐵𝐵𝑢𝑠
−1 )𝑅 ⋅ (𝑃𝑖𝑛𝑗)𝑅     (5-15) 

Here, 𝜙𝑅 , (𝐵𝑏𝑟𝑎𝑛𝑐ℎ)𝑅 , (𝐵𝑏𝑢𝑠)𝑅  and (𝑃𝑖𝑛𝑗)𝑅  are the PTDF matrix, branch susceptance matrix, 

susceptance matrix, and power injection vector, respectively, of the reduced network. Then we 

have 

(𝐵𝑏𝑟𝑎𝑛𝑐ℎ)𝑅 = diag (
1

𝑋𝑅
) ∗ 𝐶𝑅     (5-16) 

 (𝐵𝑏𝑢𝑠)𝑅 = 𝐶𝑅
𝑇 ∗ (𝐵𝑏𝑟𝑎𝑛𝑐ℎ)𝑅     (5-17) 

where 𝐶𝑅
𝑇 is the incidence matrix of reduced network. Combining equations (5-15)-(5-17), we have 

(𝑃𝑓𝑙𝑜𝑤
𝑖𝑛𝑡𝑒𝑟−𝑔𝑟𝑜𝑢𝑝

)
𝑅
= diag (

1

𝑋𝑅
) ∗ 𝐶𝑅 ∗ (𝐶𝑅

𝑇 ∗ diag (
1

𝑋𝑅
) ∗ 𝐶𝑅)

−1

∗ (𝑃𝑖𝑛𝑗)𝑅
    (5-18) 

The ideal condition is we can find a perfect solution of XR, which makes equation (5-14) exactly 

the same as equation (5-18). Under that condition, we can have 

𝜋𝜙𝑃𝑖𝑛𝑗 = diag (
1

𝑋𝑅
) ∗ 𝐶𝑅 ∗ (𝐶𝑅

𝑇 ∗ diag (
1

𝑋𝑅
) ∗ 𝐶𝑅)

−1

∗ (𝑃𝑖𝑛𝑗)𝑅     (5-18) 

However, we cannot solve XR from equation (5-18). To address this, we define matrix Γ to 

transform (𝑃𝑖𝑛𝑗)𝑅 into 𝑃𝑖𝑛𝑗 according to 

𝑃𝑖𝑛𝑗 = 𝛤 ∗ (𝑃𝑖𝑛𝑗)𝑅      (5-19) 
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Division matrix Γ is used to transform between 𝑃𝑖𝑛𝑗 and (𝑃𝑖𝑛𝑗)𝑅. It is a N *NR matrix where each 

column corresponds to a bus in the reduced system and each row corresponds to a bus in the 

original system. If bus p belongs to group k, then (p,k) of Γ will be nonzero and its value is the 

ratio of net power injection at bus p to total power injection in group k. And thus, equation (5.18) 

becomes 

𝜋𝜙𝛤 ∗ (𝑃𝑖𝑛𝑗)𝑅 = 𝜙𝑅 ∗ (𝑃𝑖𝑛𝑗)𝑅 = diag (
1

𝑋𝑅
) ∗ 𝐶𝑅 ∗ (𝐶𝑅

𝑇 ∗ diag (
1

𝑋𝑅
) ∗ 𝐶𝑅)

−1

∗ (𝑃𝑖𝑛𝑗)𝑅 (5-20) 

To have equation (5-20) hold for all operation states, it must be the case that 

𝜙𝑅 = 𝜋𝜙𝛤 = diag (
1

𝑋𝑅
) ∗ 𝐶𝑅 ∗ (𝐶𝑅

𝑇 ∗ diag (
1

𝑋𝑅
) ∗ 𝐶𝑅)

−1

   (5-21)  

which can be further converted to  

𝜙𝑅 ∗ (𝐶𝑅
𝑇 ∗ diag (

1

𝑋𝑅
) ∗ 𝐶𝑅) = diag (

1

𝑋𝑅
) ∗ 𝐶𝑅    (5-22)  

And then  

(𝜙𝑅 ∗ 𝐶𝑅
𝑇 − 𝐼) ∗ diag (

1

𝑋𝑅
) ∗ 𝐶𝑅 = 0     (5-23) 

We define 𝑐𝑟
𝑖  as the ith column of CR and 𝑥𝑟

𝑖  as branch i’s impedance, then equation (5.23) can be 

rewritten as: 

(𝜙𝑅 ∗ 𝐶𝑅
𝑇 − 𝐼) ∗ diag(𝑐𝑟

𝑖) ∗
1

𝑥𝑟
𝑖 = 0, i=1…, NR   (5-24) 

Equation (5-24), which contains a vector of equations, can be written in matrix multiplication 

format as below. 

𝛬 ∗
1

𝑋𝑅
= 0      (5-25) 

where  

𝛬 =

[
 
 
 
(𝜙𝑅 ∗ 𝐶𝑅

𝑇 − 𝐼) ∗ diag(𝑐𝑟
1)

(𝜙𝑅 ∗ 𝐶𝑅
𝑇 − 𝐼) ∗ diag(𝑐𝑟

2)
⋮

(𝜙𝑅 ∗ 𝐶𝑅
𝑇 − 𝐼) ∗ diag(𝑐𝑟

𝑁𝑅)]
 
 
 

      (5-26) 

 

In addition, one more constraint can be added, which is  
1

𝑥𝑟
𝑖 = (∑

1

𝑥𝑘
𝐾𝑖
𝑘=1 )

−1

      (5-27) 

xk is the impedance of kth branch in original full network. Ki is the total number of branches in the 

original network which corresponds to inter-group branch i in the reduced network. The underlying 

meaning of this equation is that it represents the impedance of parallel circuit. We use it to define 

approximate value of inter-group branches’ impedance. 

 

Combining the above two equations, we obtain 

[
𝐼
𝛬
] ∗

1

𝑋𝑅
= [(∑

1

𝑥𝑘
𝐾𝑖
𝑘=1 )

−1

0
], i=1…, NR     (5-28) 

If we define  

𝛬*=[
𝐼
𝛬
]        (5-29) 

then, we can solve XR using the least squares method as below 

1

𝑋𝑅
= [(𝛬∗)𝑇 ∗ 𝛬∗]−1 ∗ (𝛬∗)𝑇 ∗ [(∑

1

𝑥𝑘
𝐾𝑖
𝑘=1 )

−1

0
]   (5-30) 
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However, there is a challenge in this regard. In the expansion planning study, numerous scenarios 

and load conditions are considered throughout the planning horizon. As a result, the net power 

injection at each bus fluctuates over time, which implies that the division matrix used in the 

reduction process would also vary, and thus ΦR and Λ will change as well, and therefore does the 

solution XR. This is undesirable, since we do not want network parameters to vary with the varying 

operating conditions imposed by an expansion planning study. To solve this problem, we update 

the PTDF matrix Φ using the following approach. First, we assume we can represent all PTDF 

columns within a cluster of buses as the mean of the individual PTDF columns within that cluster; 

this assumption is reasonable if the similarity of PTDF columns within a cluster is very high (i.e., 

the variability of PTDF columns within a cluster is very low).35 Then the equation (5-21) becomes 

𝜙𝑅
𝑢𝑝𝑑𝑎𝑡𝑒𝑑 = 𝜋𝜙𝑢𝑝𝑑𝑎𝑡𝑒𝑑𝛤       (5-31) 

 

where 𝜙𝑢𝑝𝑑𝑎𝑡𝑒𝑑 is the PTDF matrix updated using the above method and 𝜙𝑅
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

is the updated 

group level PTDF matrix. Let us use group k as an example to explain why this method works. 

 

𝜋𝜙𝑢𝑝𝑑𝑎𝑡𝑒𝑑𝛤𝑘 = 𝜋[ 𝜙𝑘1
𝑢𝑝𝑑𝑎𝑡𝑒𝑑 …  𝜙𝑘𝑛

𝑢𝑝𝑑𝑎𝑡𝑒𝑑
]𝛤𝑘    (5-32) 

where 𝛤𝑘 is column k of Γ matrix and  𝜙𝑘𝑖
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 are group k’s update PTDF columns. 𝛤𝑘 has N 

elements, and each element represents one bus. If there are kn buses in group k, then 𝛤𝑘 elements 

corresponding to those buses will be nonzero, and the exact value is the ratio of that bus’s power 

injection to the total of the group’s power injection. Therefore, the sum of 𝛤𝑘 is 1. Since 𝜙𝑘𝑖
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 

(i = 1, ..., n) are always the average of group k’s PTDF columns, we can have 

∑  𝜙𝑘𝑖
𝑢𝑝𝑑𝑎𝑡𝑒𝑑 ∗ 𝛤𝑘

𝑖𝑛𝑘
𝑖=1 =  𝜙𝑘𝑖

𝑢𝑝𝑑𝑎𝑡𝑒𝑑 ∗ ∑ 𝛤𝑘
𝑖 =  𝜙𝑘𝑖

𝑢𝑝𝑑𝑎𝑡𝑒𝑑 ∗ 1
𝑛𝑘
𝑖=1   (5-33) 

 

where 𝑛𝑘  is the number of buses in the cluster k and  𝜙𝑘𝑖
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 is the mean PTDF columns 

corresponding to buses of the cluster k. The equation (5-33) proves equation (5-32) is independent 

from operation state36. Similarly for other groups, hence (5-31) is also independent of the operation 

state. Then Λ in (5-28) and 𝛬∗in (5-29) are both independent of the operation state, and thus XR, 

which is solved from (5-30), is also independent of the operation state.  

 

We use an example to clarify this concept. Consider a small zone consisting of five buses, where 

Bus 1 and Bus 2 form Group 1, and Bus 3, Bus 4, and Bus 5 make up Group 2. Assume the net 

power injections for these buses are [1, 2, 3, -2, 4], respectively. Additionally, there are four 

external buses [6, 7, 8, 9] with net power injections of [1, 5, -7, -7]. These external buses will be 

grouped into a single cluster. Then the  

𝜙𝑅 = 𝜋𝜙𝛤 = 𝜋𝜙 ∗

[
 
 
 
 
 
 
 
 
1/3
2/3
0
0
0
0
0
0
0

0
0
3/5
−2/5
4/5
0
0
0
0

0
0
0
0
0

−1/8
−5/8
7/8
7/8 ]

 
 
 
 
 
 
 
 

. 
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When operation condition changes, division matrix 𝛤 will change, causing 𝜙𝑅  and 𝛬∗  to vary, 

ultimately leading the 𝑋𝑅 to change. By applying the updated method, then 𝜙 will be changed to 

𝜙𝑢𝑝𝑑𝑎𝑡𝑒𝑑 , which only has three types of columns, i.e  𝜙𝑘1
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

,  𝜙𝑘2
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

,  𝜙𝑘3
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

, 

corresponding to three clusters. Each column represents the average of all buses' PTDF columns 

within the same cluster. Given that, 
𝜙𝑅 = 𝜋 ∗

[ 𝜙𝑘1
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 𝜙𝑘1
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 𝜙𝑘2
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 𝜙𝑘2
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 𝜙𝑘2
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 𝜙𝑘3
𝑢𝑝𝑑𝑎𝑡𝑒𝑑  𝜙𝑘3

𝑢𝑝𝑑𝑎𝑡𝑒𝑑
 𝜙𝑘3
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

 𝜙𝑘3
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

]

*

[
 
 
 
 
 
 
 
 
1/3
2/3
0
0
0
0
0
0
0

0
0
3/5
−2/5
4/5
0
0
0
0

0
0
0
0
0

−1/8
−5/8
7/8
7/8 ]

 
 
 
 
 
 
 
 

= 𝜋 ∗ [ 𝜙𝑘1
𝑢𝑝𝑑𝑎𝑡𝑒𝑑  𝜙𝑘2

𝑢𝑝𝑑𝑎𝑡𝑒𝑑  𝜙𝑘3
𝑢𝑝𝑑𝑎𝑡𝑒𝑑

],  

 
which is independent from division matrix 𝛤, and therefore, it is independent of the operation state. 

5.3 Checking mechanism  

The two aggregation methods described above may not necessarily produce optimal results. For 

topology-based aggregation, it relies on the least squares method, which is a form of approximation. 

If there are too many internal generator buses to represent as a single bus, the aggregation may 

lose accuracy. Similarly, quotient graph aggregation may also underperform, as its success 

depends on clustering hyperparameters, such as the number of clusters or the distance threshold. 

These parameters must be determined by the user, often based on experience or intuition. 

 

To address this issue, we developed a checking mechanism based on the performance measure 

OPM. In simple terms, we evaluate the OPM after each additional bus aggregation. If the OPM 

meets the desired criteria, we accept the aggregation. Otherwise, we either adjust the 

hyperparameters or abandon the aggregation for that specific zone. The process is illustrated in 

Figure 5-2. The first half is topology-based aggregation; the second half is quotient graph 

aggregation. 
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Figure 5-2: Checking mechanism based on OPM 

 

5.4 Case Study 

In this section, we present two examples to illustrate the effectiveness of the proposed reduction 

process. 

5.4.1 IEEE 118 

The first example is based on the IEEE 118-bus system. This case was employed to compare the 

effectiveness of rolling simulation versus using the congested branches from the first year in 

identifying key branches. Once key branches are identified, they are used to reduce the network. 

 

The first diagram below illustrates the comparison between the original system and the reduced 

system after applying Ward reduction and topology-based aggregation. The top diagram compares 

key branch flows, while the bottom diagram compares zonal generation. The original case contains 

118 buses. After merging the radial paths, 109 buses remain. Following the Ward reduction, the 

number of buses is reduced to 70. After applying topology-based aggregation, 54 buses remain, 

with an OPM at this stage of 0.1127. 

 
Figure 5-3: Key branch flow and zonal generation comparison between original network 

and the Ward + topology-based reduced network 
 

The second diagram is similar to the previous one, but it includes the comparison after applying 

Ward reduction, topology-based aggregation, and quotient graph aggregation. After quotient graph 

aggregation, there are 18 buses and 54 branches at the end. The OPM at this step is 0.328. 
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Figure 5-4: Key branch flow and zonal generation comparison between original network 

and the Ward + topology-based + QG reduced network 
 

5.4.2 RTE Case 

The second example involves a case from RTE, starting with 617 buses and 922 branches. Among 

these, 51 branches were identified as key branches. After merging radial paths, the network was 

reduced to 376 buses. Ward reduction further decreased this to 195 buses, with an OPM of 0.0004. 

Following Ward reduction and topology-based aggregation, 145 buses remained, with the OPM 

increasing to 0.2446. Finally, after quotient graph aggregation, the network was reduced to 76 

buses, and the OPM rose to 0.3984. The detailed comparison is included in the below diagrams. 
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Figure 5-5: Key branch flow and zonal generation comparison between original network and 

the Ward + topology-based RTE reduced network 

  

Figure 5-6: Key branch flow and zonal generation comparison between original network 

and the Ward + topology-based + QG RTE reduced network 
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6. Treatment of Equivalent Branches 

In the process of power system reduction, using Ward’s approach, a set of buses are eliminated. 

When a bus is eliminated, the connected branches to that bus are also eliminated. New branches 

can be generated in the process of reduction, representing the eliminated branches. These branches 

are called “equivalent branches.” From the perspective of a CEP, in its basic form, a branch is 

defined by its terminal buses, its electrical characteristics such as resistance, reactance, and 

susceptance, its capacity, and its expansion cost. 

 

The branches in a reduced network are either retained or equivalent. The retained branches are the 

branches that exist in reduced and full networks. These branches retain all their characteristics 

from the full network.  For a line to be retained, its terminal buses must be retained, and also, for 

one terminating bus, all buses connected to it (“binding” buses) must be retained. The need to 

retain binding buses is explained in Section 2.2.2.  

 

For the equivalent branches, the electric characteristics can be obtained from the reduction results. 

However, the capacity and expansion cost of the equivalent branches are unknown, as the 

equivalent branches represent more than one branch with potentially different electrical and 

economic characteristics. To ensure that the reduced model behaves similarly to the full network 

in the CEP calculations, the capacity and expansion cost of the equivalent branches should 

represent those of the branches in the full model represented by the equivalent branch. 

 

In this section, new approaches are proposed to calculate the capacity and expansion cost of 

equivalent branches in the reduced networks. Section 6.1 proposes an approach that calculates the 

capacities of equivalent branches, and Section 6.2 proposes an approach for calculating expansion 

cost of equivalent branches. 

6.1 Capacity Estimation 

A basic formulation for capacity estimation of equivalent branches is provided in Section 6.1.1, 

and an extended formulation is provided in Section 6.1.2. 

6.1.1 Basic Formulation for Capacity Estimation 

Internal to CEP, a DCOPF is solved for each operational block to identify the optimal output of 

generators subject to operational and investment constraints. In the first step toward ensuring the 

CEP results of the full and reduced network are the same, the DCOPF results of the full and 

reduced network must match. In this section, we develop a capacity estimation approach based on 

the objective that DCOPF results in both the full and reduced models should be identical.  

 

A DCOPF calculates the set of bus voltage angles (θ). The difference between the angles of two 

buses terminating a branch, multiplied by the inverse of the branch’s reactance, gives the flow on 

the connecting branch between the buses, as in (6-1): 

𝑓ℓ = 
𝜃𝑖−𝜃𝑗

𝑥𝑙
        (6-1) 
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The angle difference between two buses is a function of the operational conditions. Therefore, it 

is possible to calculate the maximum angular difference between two buses (MAD(i,j)). This value 

for each bus pair must be the same in the reduced and full model. MAD represents the maximum 

angular difference, and therefore maximum flow, between two buses. An optimization formulation 

is devised to find MAD for every bus pair which are terminal buses for equivalent lines (i,j). Once 

MAD is calculated for each bus pair, the capacity of the equivalent branch between the bus pair is 

calculated as the maximum flow possible on that equivalent branch. To limit the number of 

calculations, MAD is only calculated for the bus pairs that an equivalent line exists between them 

in the reduced network.  

 

The devised optimization problem that calculates the capacity of equivalent branches is shown 

below. In this formulation, the MAD for each bus pair with equivalent branches are calculated. In 

the objective function, the MAD is divided by the reactance of the equivalent branch and therefore 

maximum possible flow, i.e., capacity, of the equivalent branch is calculated. 

 

The following comments are applicable to the proposed optimization problem, given by equations 

(6-2)-(6-5): 

1) Calculation of capacity for equivalent branches are independent of each other, and therefore 

the below formulation can be solved independently for all equivalent branches; this enables 

these calculations, one for each equivalent branch, to be performed in parallel.  

2) MAD is calculated on the full network, i.e., for each bus pair that have an equivalent branch 

between them in the reduced network, MAD is calculated in the full network. The implication 

is that this approach cannot estimate capacity of a branch terminated by one or two buses not 

existing in the original network; we address this situation in Section 6.1.2. 

3) The calculation of MAD is independent of operational condition of the full network. MAD for 

each bus pair represents maximum angular difference under any operational conditions. 

Therefore, the goal of the optimization problem is to identify an operational condition under 

which the angular difference between two bus pairs is maximized. 

 max
𝜃
          𝑆𝑏𝑎𝑠𝑒 .

θ𝑘−θ𝑝

𝑥𝑘𝑝
      (6-2) 

s.t. 

 𝑓l = 𝑆𝑏𝑎𝑠𝑒 .
θ𝑖−θ𝑗

𝑥l
,                   ∀l(𝑖, 𝑗) ∈ 𝐿     (6-3) 

𝑓l
𝑚𝑖𝑛 ≤ 𝑓l ≤ 𝑓l

𝑚𝑎𝑥                   ∀l(𝑖, 𝑗) ∈ 𝐿    (6-4) 

 

𝑃𝑖 − ∑ 𝑓𝑖,𝑗𝑗 + ∑ 𝑓𝑗,𝑖𝑗 = 𝐿𝑖             ∀𝑖 ∈ 𝐵    (6-5) 

 

We illustrate the method using a 4-bus model, shown in Figure 6-1. 

 
Figure 6-1: Sample four-bus system 
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By eliminating bus 3, the reduced network is as shown in Figure 6-2.  The dashed line indicates 

the resulting equivalent branch; it has a reactance of 4 p.u., calculated using Ward reduction, but 

its capacity is unknown (indicated by a question mark in Figure 6-2). 

 

 

Figure 6-2: Reduced four-bus system 

The lines between buses 1 and 2 and between 2 and 4 are retained and therefore, their capacity 

stays the same as in the full network. However, the capacity of the newly formed equivalent branch 

between buses 1 and 4 is unknown. Intuitively, based on the original system shown in Figure 6-2, 

one could conclude that the capacity of the equivalent branch is 50 MW. 

 

We now compute the MAD for bus pair (1,4) by applying the optimization problem, resulting in 

MAD(1,4)=2.0 radians. This angular difference is realized under the operational conditions 

depicted in Figure 6-3. 

 

 

Figure 6-3: Operational conditions for maximizing angular difference of buses 1 and 4 

Dividing the MAD(1,4) by the reactance of the equivalent branch between buses 1 and 4 in the 

reduced network (4 p.u.), the maximum flow (capacity) of the equivalent branch is calculated: 

𝑓1,4
𝑚𝑎𝑥 =

2.0

4.0
× 100 = 50 𝑀𝑊    (6-6) 

In the above calculation, 100 is the S base of the p.u. calculations. Using the calculated capacity 

of the equivalent line, the OPF results of the full and reduced network match. 

 

Applying the proposed approach to the 118-bus IEEE system and to the 617-bus RTE system 

shows that the OPF results of the reduced model match OPF results of the full model, as indicated 



   

 

49 

in Table 6-1 (recall from Section 1.4.2.1 that the smaller the OPM value, the better the agreement 

between full and reduced models).  

 

The calculation of MAD was applied to the Eastern Interconnection (EI) network to test the 

computational burden of the formulation. The results show that the optimization problem can be 

solved within a few minutes for each bus pair. Moreover, by parallelizing the calculation of MAD 

for each bus pair, the calculation of thousands of branch capacities for the EI can be completed in 

less than an hour. 

 

Table 6-1: Case studies showing effects of capacity estimation on OPM after Ward 

reduction 

 IEEE 118 RTE 617 

buses 

MISO [first operating 

condition, 2024] 

Without capacity evaluation 2.2378e-14 0.0132 0.0062 

With capacity evaluation 1.8864e-11 0.0004 0.0062 

 

6.1.2 Extended Formulation for Capacity Estimation 

The basic formulation of Section 6.1.1 is effective for models reduced using only the Ward 

elimination method, but it does not apply to reduced systems with aggregated buses. The reason 

why it does not apply to reduced systems with aggregated buses is because the formulation of 

Section 6.1.1 requires that both terminal buses exist in the full network (as indicated by comment 

#2 in Section 6.1.1). For reduced systems having aggregated buses, those aggregated buses are 

new buses that did not exist in the original network. To address this issue, we developed an 

extended formulation for capacity estimation. 

 

Following the approach outlined in the previous section, we consider a new branch with terminals 

k and p, for which we desire to estimate the capacity. However, here we assume that one or both 

of these terminals do not exist in the full model of the network. Instead, here, for purposes of 

illustration, we assume bus k is an aggregation of buses 1, 2, and 3, while bus p is an aggregation 

of buses 4, 5, and 6. The key principle in the basic capacity evaluation is to ensure that the 

maximum angle difference limit between bus k and bus p remains consistent between the original 

network and the reduced case. Given that the new buses are aggregated from several existing ones, 

the goal is to maintain the angle difference condition between the aggregated groups of buses 1, 2, 

3, and buses 4, 5, 6. To achieve this, we use the average angles of the involved buses to represent 

the newly aggregated bus. Consequently, the extended formulation for capacity estimation can be 

constructed as follows: 

max
𝜃
          𝑆𝑏𝑎𝑠𝑒 .

∑ θ𝑘𝑖

𝑛𝑘
𝑖=1
𝑛𝑘

 − 
∑ θ𝑝𝑖

𝑛𝑝
𝑖=1
𝑛𝑝

𝑥𝑘𝑝
      (6-7) 

s.t. 

 𝑓l = 𝑆𝑏𝑎𝑠𝑒 .
θ𝑖−θ𝑗

𝑥l
,                   ∀l(𝑖, 𝑗) ∈ 𝐿     (6-8) 

𝑓l
𝑚𝑖𝑛 ≤ 𝑓l ≤ 𝑓l

𝑚𝑎𝑥                   ∀l(𝑖, 𝑗) ∈ 𝐿    (6-9) 
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𝑃𝑖 − ∑ 𝑓𝑖,𝑗𝑗 + ∑ 𝑓𝑗,𝑖𝑗 = 𝐿𝑖             ∀𝑖 ∈ 𝐵    (6-10) 

In the objective function of (6-7), the term 
∑ θ𝑘𝑖
𝑛𝑘
𝑖=1

𝑛𝑘
  represents the average angle of buses 

aggregated into bus k, and the term 
∑ θ𝑝𝑖
𝑛𝑝
𝑖=1

𝑛𝑝
 represents the average angle of buses aggregated into 

bus p. Applying this extended approach to the 118-bus IEEE system and to the 617-bus RTE 

system shows that …???...   as indicated in Table 6-1 (recall from Section 1.4.2.1 that the smaller 

the OPM value, the better the agreement between full and reduced models).  

Table 6-2: Case studies showing effects of capacity estimation on OPM after Ward 

reduction and aggregation 

 IEEE 118 RTE (617 bus) 

Without capacity evaluation 0.337 0.3381 

With capacity evaluation 0.216 0.3381 

 

6.2 Expansion Cost Assignment 

The expansion cost of branches affects the CEP in that expansion of low-cost branches is favored 

over expansion of high-cost branches, ultimately influencing the flows used to transfer power from 

generation to load. Considering our goal of minimizing differences between CEP results of the full 

and reduced network, the CEP should perceive an equal cost for the same path in the full and 

reduced network. However, in the reduced network, some buses are eliminated, new paths are 

formed, and some paths are removed. In this section, we propose two formulations to assign 

expansion costs to the equivalent branches such that the CEP results are the same or very close for 

the full/reduced network. Section 6.2.1 identifies Formulation 1 for cost assignment. Section 6.2.2 

identifies Formulation 2 for cost assignment.  

6.2.1 Formulation 1 for cost assignment 

In this subsection, we provide a “basic formulation” of one approach used for cost assignment. 

This formulation for expansion cost assignment involves calculating several characteristics in both 

full and reduced networks and solving sets of linear equations repetitively. One of these 

characteristics is transfer capacity. 

 

Transfer Capacity: Transfer capacity between buses p and k is defined as the maximum power 

that can be injected in bus p and withdrawn in bus k without violating any branch capacity. 

 

The following formulation calculates the transfer capacity of the bus pair (k, p). 

 

 𝑚𝑎𝑥          𝑃𝑘      (6-11) 

s.t. 

 𝑓l = 𝑆𝑏𝑎𝑠𝑒 .
θ𝑖−θ𝑗

𝑥l
,                   ∀l(𝑖, 𝑗) ∈ 𝐿     (6-12) 

𝑓l
𝑚𝑖𝑛 ≤ 𝑓l ≤ 𝑓l

𝑚𝑎𝑥                   ∀l(𝑖, 𝑗) ∈ 𝐿    (6-13) 

𝑃𝑖 − ∑ 𝑓𝑖,𝑗𝑗 + ∑ 𝑓𝑗,𝑖𝑗 = 𝐿𝑖             ∀𝑖 ∈ 𝐵    (6-14) 
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𝑃𝑖 = 0     ∀𝑖 ∈ 𝐵                              𝑖 ≠ 𝑘     (6-15) 

𝐿𝑗 = 0     ∀𝑗 ∈ 𝐵                              𝑗 ≠ 𝑝    (6-16) 

In this formulation, the injection and withdrawal (generation and load) are limited to the terminal 

buses of equivalent branches. Figure 6-4 depicts the concept of transfer capacity. 

 

Figure 6-4: Depicting transfer capacity in a small test system 

 

The previously developed capacity estimation approach focuses on ensuring the results of OPF for 

the full and reduced network are the same. However, this approach does not retain the transfer 

capacities between the bus pairs, resulting in inaccurate cost assignment. Therefore, we propose 

another capacity calculation approach to preserve bus pairs' transfer capacity. This approach is 

exclusively applied to the cost assignment and is not used to estimate the capacity of equivalent 

lines in the ACEP. 

 max
𝜃
          𝑆𝑏𝑎𝑠𝑒 .

θ𝑘−θ𝑝

𝑥𝑘𝑝
      (6-25) 

s.t. 

 𝑓l = 𝑆𝑏𝑎𝑠𝑒 .
θ𝑖−θ𝑗

𝑥l
,                   ∀l(𝑖, 𝑗) ∈ 𝐿     (6-26) 

𝑓l
𝑚𝑖𝑛 ≤ 𝑓l ≤ 𝑓l

𝑚𝑎𝑥                   ∀l(𝑖, 𝑗) ∈ 𝐿    (6-27) 

 

𝑃𝑖 − ∑ 𝑓𝑖,𝑗𝑗 + ∑ 𝑓𝑗,𝑖𝑗 = 𝐿𝑖             ∀𝑖 ∈ 𝐵    (6-28) 

𝐿𝑗 = 0     ∀𝑗 ∈ 𝐵                              𝑗 ≠ 𝑝    (6-29) 

𝐿𝑝 = 𝑃𝑘         (6-30) 

 

This differentiating aspect of this formulation is that the injection and withdrawals are limited to 

the bus pairs under the study. 

 

Cost Assignment Philosophy: 

The philosophy behind the cost assignment approach is to ensure that the cost for increasing the 

transfer capacity between buses p and k in the full and reduced network is the same. 
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We assume the transfer capacity of the bus pair (p,k) in the full network is 𝑇𝐶𝑝𝑘
𝑓𝑢𝑙𝑙

 MW. We recall 

that the transfer capacity was calculated by maximizing the injection and withdrawal levels at 

buses p and k, respectively. Now, the injection amount is increased by 1 MW, that is 𝑇𝐶𝑝𝑘
𝑓𝑢𝑙𝑙

+ 1 

MW. This new amount of power is injected and withdrawn in buses p and k, respectively. Since 

this amount exceeds the transfer capacity, at least one branch must be expanded to accommodate 

the extra flow. A transmission expansion planning (TEP) problem can be solved to minimize the 

cost of transmission expansion while increasing the transfer capacity by 1 MW. The formulation 

for the TEP is as follows: 

 𝑚𝑖𝑛     ∑ 𝑓l
𝑖𝑛𝑣𝐶𝑙𝑙       (6-17) 

s.t. 

 𝑓l = 𝑆𝑏𝑎𝑠𝑒 .
θ𝑖−θ𝑗

𝑥l
,                   ∀ l(𝑖, 𝑗) ∈ 𝐿     (6-18) 

−𝑓𝑙
𝑖𝑛𝑣 − 𝑓l

𝑚𝑎𝑥 ≤ 𝑓l ≤ 𝑓l
𝑚𝑎𝑥 + 𝑓𝑙

𝑖𝑛𝑣 ∀ l(𝑖, 𝑗) ∈ 𝐿    (6-19) 

𝑃𝑖 − ∑ 𝑓𝑖,𝑗𝑗 + ∑ 𝑓𝑗,𝑖𝑗 = 𝐿𝑖             ∀𝑖 ∈ 𝐵    (6-20) 

𝑃𝑖 = 0     ∀𝑖 ∈ 𝐵                              𝑖 ≠ 𝑘     (6-21) 

𝑃𝑘 = 𝑇𝐶 + 1         (6-22) 

𝐿𝑗 = 0     ∀𝑗 ∈ 𝐵                              𝑗 ≠ 𝑝    (6-23) 

𝐿𝑝 = 𝑃𝑘         (6-24) 

In the objective function, 𝑓𝑙
𝑖𝑛𝑣 and 𝐶𝑙 are the investment capacity and expansion cost of line l, 

respectively. In the constraints, 𝑓𝑙 is the flow of line l. The angles of buses i and j are represented 

by 𝜃𝑖 and 𝜃𝑗 . 𝑆𝑏𝑎𝑠𝑒 is the MVA base for conversion to per unit, which is assumed to be 100 MW. 

The branch ratings are indicated by 𝑓𝑙
𝑚𝑎𝑥. Variables P and L represent the power injections and 

withdrawals at each bus indicated by their subscript.  

 

To relate the cost of transmission expansion for the full and reduced network, the same injection 

amounts are applied to buses p and k in the reduced network. Since the injection level is more than 

the transfer capacity by 1 MW, at least one branch and possibly more are carrying flows over their 

capacities. Knowing the injection and withdrawal levels and the line reactances, we can calculate 

the flow of each branch using DC power flow equations. Moreover, considering that we have the 

total cost of expansion of branches from the TEP of the full network for this level of transfer 

capacity, we can form a set of linear equations by multiplying the excess flow of each branch and 

their expansion cost.  

 

If the branch with the excess power is a retained branch, its expansion cost is known. However, if 

the branch is an equivalent branch, the expansion cost is unknown. We form a linear equation 

representing the expansion cost of the equivalent branch as an unknown variable. The right-hand 

side of the equation is the total expansion cost obtained from the full network TEP. The equation 

can be solved if only one equivalent line is overloaded in this iteration. The process is iterated by 

increasing the transfer capacity more and forming linear equations until all equivalent branches 

are represented in the set of linear equations. If there are N equivalent branches, we form N 

equations. Figure 6-5 shows a flowchart of the cost assignment process.  
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Figure 6-5: Expansion cost estimation process 

To demonstrate the effectiveness of this approach, it is applied to the small test system shown in 

at the left of Figure 6-6; the reduced network is shown to the right. The branch data given is 

reactance (p.u.), capacity (MW), and expansion cost ($/MW). 

         
Figure 6-6: Five-bus test system, full model (left) and reduced model (right) 
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The reduced network does not have any retained branches, so all branches in the reduced model 

are equivalent. Therefore, we need to calculate capacity and expansion cost for all reduced model 

branches. We have calculated the capacities of the equivalent branches as shown in the reduced 

network in Figure 6-6. The transfer capacities between pairs of buses in the full network are shown 

in Table 6-3. 

Table 6-3: Transfer capacity in the full 5-bus and reduced network 

From To TC (MW) 

1 2 50 

1 3 50 

1 4 50 

2 3 50 

2 4 50 

3 4 75 

 

The expansion costs of the equivalent branches are calculated using the proposed approach. Table 

6-4 shows the results of cost assignment for this reduced network. 

Table 6-4: Expansion cost of equivalent branches ($/MW) 

From To 
Cost 

($/MW) 

1 2 3 

1 3 1 

1 4 1 

2 3 2 

2 4 2 

3 4 2 

 

 

6.2.2 Formulation 2 for cost assignment 

Formulation 1 is effective when applied to a Ward-reduced network, where nodes are eliminated, 

and all remaining nodes in the reduced network exist in the full network. However, when 

performing aggregation (as described in Chapter 5), new nodes are created from the aggregation 

process (these nodes do not exist in the full network), and so the cost assignment approach of 

Formulation 1, described in Section 6.2.1, is not applicable. We describe a different approach in 

this section, developed explicitly for the situation where one or both terminating buses are 

aggregations of a group of constituent buses. 

 

Consider a new branch with terminals k and p for which we need to assign an expansion cost. 

However, these terminals do not exist in the original network; instead, bus k is an aggregation of 

buses 1, 2, and 3, while bus p is an aggregation of buses 4, 5, and 6. The key principle we use here 

is that the cost of one additional MW of injection and withdrawal between buses k and bus p, 

respectively, remains consistent between the original network and the reduced case.  
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We assume that the power injection is evenly distributed among all the aggregated buses. In the 

example above, this means buses 1, 2, and 3 each inject 1/3 MW, and buses 4, 5, and 6 each receive 

1/3 MW. The investment cost for equivalent branch k-p is expressed using the following equation: 

𝑃𝑘𝑝 = 𝑃
𝑜𝑟𝑖 ∗ 𝑃𝑇𝐷𝐹 ∗ 𝐼𝑛𝑗𝑘𝑝                                                    (6-25) 

where 𝑃𝑜𝑟𝑖 is a row vector corresponding to investment cost of branches in the original network, 

𝑃𝑇𝐷𝐹 is original network’s PTDF matrix, and 𝐼𝑛𝑗𝑘𝑝 is the injection column corresponding to 

power injection at buses k and p. For example, if bus k is an aggregation of buses 1, 2, and 3, while 

bus p is aggregated by buses 4, 5, and 6, then the 𝐼𝑛𝑗𝑘𝑝 =

[
 
 
 
 
 
 
1/3
1/3
1/3
−1/3
−1/3
−1/3
⋮ ]
 
 
 
 
 
 

. Assume the original network 

has N buses and 𝑁𝑟  branches, then 𝑃𝑜𝑟𝑖  is a row vector with 𝑁𝑟  elements, 𝑃𝑇𝐷𝐹 is an 𝑁𝑟 × 𝑁 

matrix,  𝐼𝑛𝑗𝑘𝑝 is a column vector with N elements, and Pkp is the desired (scalar) expansion cost 

of branch k-p. This calculation is made for each equivalent branch in the network. It results in a 

single expansion cost value for each of these equivalent branches. 

 

Results from using this method is provided in Chapter 7. 

6.2.3 Dual variable method for cost assignment 

The previous two sections focus on evaluating the investment cost of equivalent branches within 

the reduced network. These equivalent branches are obviously not key branches (key branches are 

retained and so the expansion cost for key branches is known from the full model). Our selection 

of key branches is made with the intent that the selection includes all branches in which investment 

is made. And so it is expected that equivalent branches should not see much investment. 

Nonetheless, it is typical that we find some investment in equivalent branches, and the methods 

described in the previous two sections provide ways to account for this, albeit in an approximate 

fashion. 

 

In this section, we provide an alternative approach that, although it focuses on key branch 

investment, also addresses the potential for investment in other branches. To illustrate, consider 

the basic capacity evaluation formulation: if branch flow limits are relaxed as one key branch is 

expanded, it is likely that other branches’ capacities will need to increase as well. Since this 

increase is not intentional but results from expanding key branches, we refer to it as supplementary 

expansion. Dual variables in the basic formulation of capacity evaluation, i.e., equations (6-2) to 

(6-5), can be used to quantify the extent of this supplementary expansion. 

 

We formulate this approach as follows. Assume there are 𝑁𝑘𝑒𝑦 key branches, and the expansion 

on key branch j is ∆𝐹𝑗, while the supplementary expansion on another branch n caused by ∆𝐹𝑗 is 

∆𝑏𝑛
𝑗
. The dual variable used to quantify the impact of ∆𝐹𝑗 on ∆𝑏𝑛 is: 

𝜆𝑛
𝑗
=
∆𝑏𝑛

𝑗

∆𝐹𝑗
                                                                     (6-26) 
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Then the total amount of supplementary expansion on branch n can be described as  

∆𝑏𝑛 = ∑ ∆𝑏𝑛
𝑗𝑁𝑘𝑒𝑦

𝑗=1
= ∑ 𝜆𝑛

𝑗
∗ ∆𝐹𝑗

𝑁𝑘𝑒𝑦
𝑗=1

                                             (6-27) 

where expansion on key branches, i.e ∆𝐹𝑗, are independent variables in expansion planning, and 

expansion on other branches, i.e., ∆𝑏𝑛, depend on them. 

 

After aggregation, the newly aggregated branches will inherit the total supplementary expansion 

from the branches that were combined to form them. For instance, if branch k−p is newly 

aggregated, where bus k is formed by aggregating buses 1, 2, and 3, and bus p is formed by 

aggregating buses 4, 5, and 6, then the supplementary expansion of branch k−p will be the sum of 

the supplementary expansions of all branches that connect any bus from group 1, 2, 3 to any bus 

from group 4, 5, 6. The dual variable method differs from the previous two methods, since it is not 

a cost assignment method. Instead, it is used to address certain side effects on equivalent branches 

that arise after investing in key branches. The reason we use this approach is due to the application 

of capacity evaluation for equivalent branches. Both the second and the third method are employed 

to deal with equivalent branches during the CEP step. 

 

As a final note in this section, we observe that the dual variable method for cost assignment does 

not require that equivalent branches have estimated capacities, i.e., it can be applied without 

performing either of the capacity estimation methods of Sections 6.1.1 or 6.1.2. We have found, 

however, that performing equivalent branch capacity estimation before applying this method 

typically results in a higher fidelity reduced model, a feature attributed to the tendency of 

capacitated equivalent branches to yield more accurate flows than they would if they were 

uncapacitated. Results from using this method is provided in Chapter 7. 

6.3 Conclusion 

In this section, we proposed three approaches for estimating capacity of equivalent lines and for 

assigning expansion cost to equivalent lines. Results for the first approach were provided in this 

section. Results for the second two approaches are provided in Chapter 7.  



57 

7. Expansion Planning with Translation

Expansion planning for electric power system infrastructure is the problem of identifying 

investments over a decision horizon, typically between 5 and 25 years, to minimize the net present 

value of the total investment and operational costs over that decision horizon, subject to network, 

operational, environmental, and investment constraints. As indicated in Section 1.1, expansion 

planning problems may be formulated to identify generation investments only, transmission 

investments only, or both. There have been formulations to also include investments at the 

distribution level, motivated by the growth of distributed energy resources, but doing so typically 

requires highly simplified distribution system representation to avoid computational intractability 

[37]. In this work, we have focused on expansion planning applications that identify generation 

and transmission investments38 to which we refer as coordinated expansion planning (CEP) if it is 

deterministic and adaptive coordinated expansion planning (ACEP) if it treats uncertainty in future 

conditions.  

In this chapter, Section 7.1 provides high-level formulations of our expansion planning problems, 

including one formulation for CEP and one formulation for ACEP. Section 7.2 summarizes 

practical features of the solution we apply to these problems. Section 7.3 describes the need to 

translate expansion planning results from the reduced model on which they are obtained to the 

full model to correspond to the investments that will actually occur in the field. Section 7.4  

concludes this chapter. 

7.1 Expansion Planning Formulations 

The expansion planning formulations provided in this section are communicated at a level to 

facilitate conceptual understanding. Rigorous analytic formulations may be found for CEP in [37] 

and for ACEP in [39, 40 ]. The essential difference in these two formulations lies in the treatment 

of the future conditions, specified as a set of parameters. Such parameters are typically load 

growth, technology build costs, fuel prices, environmental constraints or costs (e.g., on carbon 

emissions), operational performance (e.g., wind and solar capacity factors), and policies (e.g., 

presence and level of renewable portfolio standards). The (deterministic) CEP assumes only a 

single value for each parameter and therefore considers only one future. The (stochastic) ACEP 

assumes two or more possible values for each of these parameters. If there are, for example, 10 

uncertain parameters each of which may take either of two values, then there are 210=1024 possible 

futures; if the 10 parameters may each take one of three possible values, then there are 310=59,049 

possible futures. 

7.1.1 Coordinated Expansion Planning (CEP) 

Using “NPV” to denote “net present value,” the CEP problem is formulated as follows: 

Minimize: 

Σt=1,N NPV { InvCosts(Δx(t)) + {OpCost(x(t)) }
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         (7-1) 

Subject to                  

constraints on network, operations, environment, investments 

 

Here, t is the time period, N is the number of time periods, Δx(t) is the vector of generation and 

transmission investments made during year t (all of which is assumed to occur at the beginning of 

year t), and x(t) is the vector of generation and transmission available in year t, which is related to 

the year t investments according to  

x(t)=x0(t)+Δx(t)     (7-2) 

where x0(t) represents the generation and transmission infrastructure existing at the beginning of 

year t but before any year t investments are made.  

7.1.2 Adaptive Coordinated Expansion Planning (ACEP) 

Again, using “NPV” to denote “net present value,” the ACEP problem is formulated as follows: 

 

Minimize:  

 

NPV {Σt=1,N {InvCosts(Δxc(t)) + β×Σk=1,K{Prk×AdaptationCost(Δxk(t))+OpCost(x(t))} }}  

      (7-3) 

Subject to, for each future k 

constraints on network, operations, environment, investments 

 

Here, once again, t is the time period and N is the number of time periods. However, in (7-3), we 

represent K futures, and investments have been split into two types: the core investments Δxc(t) 

are made for all futures, but the adaptations Δxk(t) are only made for future k. Thus, the investments 

made during year t may be core or adaptations, so that x(t), the vector of generation and 

transmission available in year t, is related to the year t investments according to  

x(t)=x0(t)+Δxc(t)+Δxk(t)     (7-4) 

where x0(t) once again represents the generation and transmission infrastructure existing at the 

beginning of year t but before any year t investments are made. We provide four comments 

pertaining to (7-3): 

• Number of futures: Problem (7-3) becomes intractable if too many futures are used. It is typical 

to choose between 5 and 15 futures, depending on the network size, the number of time periods 

represented, and the hardware deployed. The choice of futures is important; there are various 

ways to identify a small set of futures that most effectively represents the entire space. 

• Probabilities: The Prk represent the probability of occurrence for future k.  

• Relation to traditional stochastic programming: Problem (7-3) differs from the traditional 

expansion planning formulation of a stochastic program (TSP) such as those developed in [41, 

42], in that the “here and now” investments are a trajectory through time – the core. The “wait 

and see” investments are the adaptations made to the core at each time period.  

• Significance of β: The parameter β in (7-3) is called the robustness parameter.  Its value is user-

specified according to the desired level of robustness. If β is small, then adaptation costs appear 

inexpensive to the optimizer, and it invests very little in the core; in this case, the core is cheap 

but not very robust. If β is large (e.g., 2.0) then adaptation costs appear very expensive to the 
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optimizer, and it invests mostly in the core and depends very little on the adaptations; in this 

case, the core is expensive and highly robust, i.e., it will accommodate almost all the futures 

without adaptation. It is useful for a planner to inspect different investment solutions for a wide 

range of robustness levels. 

Figure 7-1 illustrates two different ACEP solutions, one for a low value of β (left) and one for a 

large value of β (right).   

 

Figure 7-1: Illustration of the effect of β on the investment solution 

7.2 Solution Features 

For industry-sized network models, the optimization problems described in Sections 7.1.1 and 

7.1.2 are very high-dimensional and typically intractable. This is the motivation for this project, to 

obtain a reduced network for which the CEP and ACEP problems are tractable. However, solving 

these optimization problems even for reduced models is challenging, and significant user-expertise 

must be employed. We describe the most important of these decisions in this section. 

7.2.1 Modeling Environment, Solver, and Optimization Method 

There are several modeling environments for solving developing optimization models, but the 

most common are the Advanced Interactive Multidimensional Modeling System (AIMMS), A 

Mathematical Programming Language (AMPL), and the General Algebraic Modeling System 

(GAMS). We have used GAMS in the work described in this report.  

 

Like the other modeling systems, GAMS supports the development of the model one wishes to 

solve, and it does so for various types of optimization problems, e.g., linear, mixed-integer linear, 

nonlinear, mixed-integer nonlinear and others, but it does not itself perform the solution. For that, 

it calls any one of solvers to which it interfaces and that is capable of handling the specific type of 

optimization problem modeled. A list of 38 solvers to which GAMS interfaces is available [43] 

and includes, for example, CPLEX, Gurobi, LINDO, MOSEK, and XPRESS. We generally use 

Gurobi. 
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Most solvers offer various optimization methods for a given problem type. In this project, all of 

our problem types were linear programs (LPs). Gurobi, like many other solvers, offers primal 

simplex, dual simplex, and parallel barrier. Our problems are generally solved using the parallel 

barrier method followed by simplex. 

7.2.2 Scaling 

ACEP models are at crossroad of electrical and economic data. Therefore, the scale of the input 

data to the ACEP models can vary significantly depending on the units that are used. For example, 

the reactances of reduced network can vary from 10 p.u. to 0.001 p.u. Moreover, the generation 

and transmission investment cost and generators variable and fixed operation and maintenance 

costs can vary via several orders of magnitude. These differences make solving the resulting model 

more challenging [44]. Therefore, one of the techniques is to scale the variables and equations 

such that the difference between the values in the model are not significant [45]. Each model has 

a coefficient matrix which shows the range of the multipliers of variables in the constraints, right-

hand side values, and variables bounds. As a general guideline, the ratio of the maximum to 

minimum values of the coefficient matrix should not exceed 106. 

 

To ensure the solver does not face any numerical issues, we scale constraints and variables to 

reduce the differences in the coefficient matrix. The process is that the corresponding constraints 

to the small coefficients of the coefficient matrix are identified and scaled. If the scaling improves 

the coefficient matrix, the scaling is imposed on the model. 

 

Solvers such as Gurobi will auto-scale the model to improve the coefficient matrix; however, it is 

always preferred that the user scales the constraints and variables given the intimate knowledge of 

the model by the user. Moreover, solvers offer parameters to be tuned to tell the solver that this 

model may have numerical issues. These parameters tell the solver to be cautious of numerical 

issues when it comes to rounding, multiplying, and dividing. We have set these parameters to 

ensure the model is cognizant of potential numerical issues. 

7.2.3 Hardware 

The models are run on servers located at the Department of Electrical and Computer Engineering 

at Iowa State University. These servers are running Linux RedHat as their operating system with 

40 CPUs (Intel(R) Xeon(R) Gold 6354 CPU @ 3.00GHz) with 256 GB of memory. 

7.2.4 Results before translation 

We present results comparing CEP performance for full and corresponding reduced cases. The full 

cases are the IEEE 118-bus system and the 617-bus RTE system. CEP performances for their 

reduced versions are compared with the full cases using CEP performance metric (CPM - as 

described in Section 1.4.2.2). Results for the PTDF method (described in Section 6.2.2) are 

provided in Table 7-1; results for the dual variable method (described in Section 6.2.3) are 

provided in Table 7-2. In these two tables, the CPM is shown for the reduced case after Ward 

reduction, after Ward and topology-based (TB) aggregation, and after Ward, TB, and quotient-

graph (QG) aggregation. Recalling that the CPM is the ratio of CEP reduced model objective 
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function value to CEP full model objective function value (and therefore CPM=1 indicates best 

performance), we observe that the performance of the PTDF and the DV methods are reasonably 

close; we consider both to be acceptable. 

Table 7-1: CPM results before translation for IEEE 118-bus network 

 PTDF DV 

Ward (70 buses)  0.9781     1.2287     

Ward+TB (54 buses)  0.9419     0.9423     

Ward+TB+QG (18 buses)  0.8640     0.8640     

 

Table 7-2: CPM results before translation for RTE 672-bus network 

 PTDF DV 

Ward (195 buses)  1.0005     1.0207     

Ward+TB (145 buses)  1.0479     1.2487     

Ward+TB+QG (76 buses)  0.9156     0.9630     

7.3 Translation 

The previous two sections identified expansion planning formulations and its solution features. 

These formulations are intended for application on a reduced network. Once expansion planning 

is completed on the reduced network, the results need to be transferred back to the original full 

network. This process is referred to as translation, which is described in this section. 

 

The translation process requires two steps.  

Step 1, generation translation: This step involves transferring expanded generation from the 

reduced network to the full network. There are two cases involving the bus representation in the 

reduced network and the bus representation in the full network. In the one-to-one case, the reduced 

model generation expansion is performed on a bus that exists in the full network; in this case, the 

expansion is identical in both networks. However, in the one-to-many case, the reduced model 

generation expansion is performed on a bus that represents several buses in the full model. This 

case arises because of the aggregation step (described in Chapter 5). If generation is expanded at 

aggregated buses, we must then decide how to allocate the expanded generation at the one buse in 

the reduced model to the many buses in the full model. This is done using heuristic rules; typical 

such rules include: 

1. Allocate renewable units to buses in proportion to the buses locational capacity factor (CF), 

a step which serves as a proxy to generation siting based on economics. 

2. Ensure expanded capacity does not exceed the bus N-1 contingency limit (if there are N 

branches connected to a bus, then bus generation capacity should not exceed the sum of 

capacity on the N-1 least capacity branches) 

3. Individual generating units are retired in the full model based on heat rate until the reduced 

model retirement level is reached. 

4. Reduced model thermal expansions are added to full model buses where full model thermal 

plants were retired.  

Step 2, transmission translation: A fast transmission expansion planning (TEP) optimization is 

applied to the full model with the generation expansion represented as described in Step 1. This 



   

 

62 

optimization is non-linear, given each transmission investment changes the circuit capacity and 

the circuit reactance. To address this, the TEP performs a sequence of linear programs (LPs), where 

each LP minimizes the total transmission investment cost (subject to DC power flow equations), 

and only circuit capacity is treated as a decision variable, while circuit reactance is held constant. 

In spite of the large network, each LP is fast because it is for transmission only (generation 

expansion has already been performed), and because only a single investment period is allowed 

(the final year of the decision horizon). Following the LP solution, the reactance of each invested 

circuit is updated to reflect the change in capacity, after which the LP is rerun. The iterations are 

terminated when the circuit with the largest change in capacity relative to the previous iteration is 

within a specified tolerance. This step 2 of the translation process is illustrated in Figure 7-2.  

 

Figure 7-2: Step 2 of the translation process 

 

In what follows, we repeat the analyses of Table 7-1 and Table 7-2 in Section 7.2.4, comparing 

CEP performance for full and corresponding reduced cases, except here, the analyses is performed 

on the translated model. As before, the full cases are the IEEE 118-bus system and the 617-bus 

RTE system. CEP performances for their translated versions are compared with the full cases 

using CEP performance metric (CPM - as described in Section 1.4.2.2). Results for the PTDF 

method (described in Section 6.2.2) are provided in Table 7-3; results for the dual variable method 

(described in Section 6.2.3) are provided in Table 7-4. In these two tables, the CPM is shown for 

the translated models after Ward reduction, after Ward and topology-based (TB) aggregation, and 

after Ward, TB, and quotient-graph (QG) aggregation. Recalling that the CPM is the ratio of CEP 

reduced model objective function value to CEP full model objective function value (and therefore 

CPM=1 indicates best performance), we observe that the performance of the PTDF and the DV 

methods are not as good as the corresponding results before translation, an observation that results 
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from comparing Table 7-1 to Table 7-3 and Table 7-2 to Table 7-4. This is expected since 

translation involves heuristics and an approximate TEP. 

 

Table 7-3: CPM results after translation for IEEE 118-bus network 

 PTDF, 

translation 

DV, 

translation 

Ward (70 bus)  1.0176     1.0398 

Ward+TB (54 bus)  1.2655     1.2771 

Ward+TB+QG (18 bus)  1.3946     1.3946 

Table 7-4: CPM results after translation for RTE 672-bus network 

 PTDF,  

translation 

DV, 

translation 

Ward (195 bus)  1.0002     1.0157 

Ward+TB (145 bus)  1.0410     1.1068 

Ward+TB+QG (76 bus)  1.2787     1.2832 

7.4 Conclusion 

In this section, we introduced expansion planning formulations, including CEP and ACEP, and we 

discussed key solution features. Additionally, we described the translation procedure, which 

involves transferring the expansion results from the reduced network back to the full network.  
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8. Summary and Conclusions 

This project focused on developing a new network reduction procedure tailored for CEP in power 

systems. The increasing complexity and size of modern power networks necessitate methods that 

can efficiently reduce the network size without compromising the fidelity of the expansion 

planning results. The research presented in this report provides a comprehensive framework for 

achieving this balance. 

8.1 Summary of Key Findings 

1. Network Reduction Procedure: The research introduced an eight-step network reduction 

procedure that addresses the unique challenges of CEP. This procedure is designed to 

reduce computational time while maintaining high model fidelity. The steps include key 

branch identification, trimming and mapping of buses, zonal division, guided Ward 

elimination, aggregation, capacity and cost estimation of equivalent branches, and 

investment translation. 

2. Application and Validation: The procedure was applied to several test networks, 

including the IEEE 118-bus system and large-scale networks provided by RTE and MISO. 

The results demonstrated that the procedure effectively reduced the network size by up to 

80%, while preserving the key characteristics of the full network, such as power flows and 

investment patterns. 

3. Fidelity Assessment: The research introduced new metrics for assessing the fidelity of the 

reduced network compared to the full network. These metrics include flow deviations, CEP 

objective function values, and investment comparison. The results showed that the reduced 

networks retained high fidelity, with minimal deviations in the critical aspects of the 

network's performance. 

4. Trade-offs: The research also explored the trade-offs between network size reduction and 

model fidelity. It was found that while significant reductions in network size are 

achievable, careful consideration must be given to the selection of buses for elimination 

and the estimation of equivalent branch capacities to avoid compromising the accuracy of 

CEP results. 

8.2 Conclusions 

The network reduction procedure developed in this project offers a practical solution for applying 

CEP to large and complex power networks. By focusing on both computational efficiency and 

model fidelity, the procedure allows for more scalable and accurate expansion planning analyses. 

This is particularly important as power systems continue to grow in size and complexity, driven 

by the integration of renewable energy sources and the need for significant transmission 

investments. 

8.3 Future Work 

The work presented in this report lays the foundation for several avenues of future research and 

development. The following areas are identified as key opportunities for further exploration: 
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Temporal Resolution: One of the key areas not fully explored in this project is temporal 

resolution. Future work should consider approaches to "downsample" the original set of time 

points, capturing representative hours within representative days. This would help manage the 

large temporal datasets often involved in CEP. A recent study presented at PSCC 2024, [46], 

suggests techniques to isolate time points while capturing key temporal patterns, making it suitable 

for energy storage applications like batteries. While battery storage is not the core focus of our 

work, these down-sampling techniques could offer insights into preference sampling methods that 

improve computational efficiency without sacrificing accuracy. 

 

Key Branch Identification via Umbrella Constraint Identification: Another area for future 

exploration is the identification of key branches using the "umbrella constraint" identification 

method [47].. This approach could provide a more rigorous way to pinpoint critical transmission 

lines for retention during network reduction. By focusing on umbrella constraints, it may be 

possible to ensure that the reduced network retains branches that have the greatest impact on 

operational and investment decisions. Exploring this method could lead to improvements in both 

accuracy and computational performance. 

 

Structural Considerations: The structural integrity of the reduced network is critical to 

maintaining the fidelity of CEP results. In section 4.2, we discussed the structural issues that arise 

during network reduction, particularly regarding the elimination of certain buses and branches. 

Future work should aim to quantify the extent to which structural modifications affect the overall 

performance of the reduced model. By developing reduction techniques that preserve the network 

structure, we can achieve reduced networks with higher fidelity. This would involve focusing on 

methods that maintain key branches and the surrounding structure, while still reducing the model's 

size efficiently. 

 

Development of Software Tools: To facilitate broader adoption of network reduction techniques, 

the development of automated software tools is a logical next step. These tools could integrate 

seamlessly with existing CEP platforms and allow practitioners to apply the reduction methods 

developed in this project more easily. 

 

Multi-Objective Optimization and Expansion to Other Planning Areas: Lastly, future work 

could explore multi-objective optimization within the network reduction procedure. This could 

include balancing different objectives, such as cost minimization, emission reduction, and 

reliability enhancement. Additionally, the network reduction techniques could be adapted to other 

planning areas like stochastic planning and reliability analysis, expanding the utility of the work 

presented in this report. 

 

By pursuing these future research directions, the network reduction procedure developed in this 

project can be further improved to handle more complex, larger-scale power systems and adapt to 

a wider range of applications. 
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