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Executive Summary 
 

Amid the optimism surrounding the benefits of massive integration of renewables, incidents such 

as loss of a large amount of PV generation in Southern California in 2016 due to faults on 

transmission lines have raised concerns over resiliency of the future power system grid with 100% 

renewables.  Renewable energy sources are typically the so-called Inverter-Based Resources 

(IBRs), meaning that they are interfaced to the grid through power converters, whose fault 

characteristics are influenced by control strategies. In addition, control system of an inverter is 

sensitive to grid disturbances such as unbalanced faults. In summary, operation and  control of  

power systems with 100% IBRs pose a number of technical challenges, which are mainly due to: 

i) lack of a set of reliable methods to achieve desired voltage and frequency supports of the future 

grid by introducing synthetic inertia to the future grid, ii) insufficient investigation of 

comprehensive methods enabling the stability analysis of a system with high penetration level of 

IBRs, and iii) insufficient investigation of fault-ride-through capability and post-fault recovery 

control strategies to avoid massive dropouts of  renewables following a disturbance. The goal of 

this proposal is to address the aforementioned challenges. This research focuses on three core 

areas: (1) development of small-signal models for stability analysis of Grid-ForMing (GFM) and 

Grid FoLlowing (GFL) inverters, (2) development of supplementary predictive inverter control to 

ensure robust operation of GFM inverters during disturbances, and (3) studying the influential 

factors on fault-ride-through and post-fault recovery of grid connected inverters. The report is 

presented in three parts. 

 

Part I: Parametric Small-Signal Modeling of Grid Forming and Grid Following 

Inverters in 100% Renewable-Based Grids 

 
Part I of this report is focused on small-signal models for the latest inverter control strategies 

including the GFM and GFL. This involves constructing a parametric model for the inverter by 

utilizing matrix formulations and linearizing specific blocks in the small-signal domain through 

the application of computational algebraic equation solvers. Various GFM and GFL control 

strategies are encompassed within this modeling approach. To this end, the matrix formulation for 

inverter modeling is detailed, with theoretical derivations of small-signal equations for each 

inverter control function and circuit component. These blocks are solved computationally and the 

resulting equivalent impedance/admittance transfer functions are deduced and presented. Then, a 

comparison of various GFM and GFL controls is undertaken in terms of the number of poles 

(eigenvalues analysis) and frequency responses. The eigenvalue analysis results show that certain 

GFM control methods present the highest level of complexity while the GFL represents the 

minimum number of poles. Another note-worthy point is that the number of poles exhibits notable 

variation across control strategies, frequently featuring diverse matrix elements with varying 

degrees of complexity. The frequency-domain analyses show that, depending on the adopted GFM 

control, the Bode diagram may show pronounced magnitude and/or phase angle shift within a 

specific frequency range, signifying an oscillatory behavior in response to disturbances. Since the 

developed models and analysis method are parametric, they can be expanded to multi-inverter 

systems with a blend of GFL and GFM and used a basis for inter-area oscillation damping for 

future work. 
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Part II: Grid Forming Inverters 

 
As the number of Distributed Energy Resources (DERs) connected to the power system has been 

increasing rapidly, the power systems are now operating at a higher penetration level of Inverter-

Based Resources (IBRs). In the foreseeable future, states like California and Minnesota have more 

ambitious plans of fully renewable power supply. Currently, the reliability and stability of the 

power system still relies on the conventional synchronous generators in the system. Due to the 

high mechanical inertia nature of the rotating machinery-based synchronous generators, the system 

dynamic changes at a lower speed, which allows the GFL inverters to track the phase angle and 

voltages using phase-locked loop (PLL). However, at high penetration levels of IBRs, the rate of 

change of frequency (RoCoF) increases significantly and makes it difficult for the PLL to track 

the system dynamics. Therefore, new challenges emerge as the instantaneous penetration of IBRs 

in the power system increases with forecast of 100% penetration. While the trend is obvious, it is 

also important to recognize that even at lower penetration levels in terms of installed capacities, 

operationally, the system may move into operating points that most of the produced electricity is 

coming from IBRs. It has happened already in the US that for certain periods of time, the system 

was operating at 100% of IBR generation. We can refer to this as operational penetration level. 

The reality is that for periods of time the present system operates at 100% IBR penetration level. 

The trend is that these periods of time will be increasing as we move into the future.   

 

In inverter-dominated power systems, GFM inverters are considered a necessity to ensure 

synchronous operation of the system, control of frequency and voltages, and avoid disturbances. 

The alternative to keep using GFL inverters will not work well in a IBR dominated power system, 

as GFL cannot guarantee frequency and voltage control in these systems; in addition, their design 

is to drop out when a disturbance occurs. 

 

There is a plethora of information and research on GFM inverters. We have performed a literature 

survey and reported the work of other researchers in this important issue of designing and 

controlling grid forming inverters. The literature discussion is provided in Section 3. The literature 

is rich. Yet, much work remains to be done. 

 

The shortcomings of present inverter designs as far as grid forming is concerned, have been taking 

into account bin the design of the proposed GFM inverters. The proposed design is provided in 

Section 4 in terms of the model of GFM inverters. We propose an inverter model that is quadratized 

to facilitate robust simulation and allow flexible control strategies. Example results are provided 

to compare the proposed GFM with other software, in this case PSCAD. This comparison was 

focused on systems with smooth transitions from one operating condition to another. At times of 

fast transients and/or system oscillations, additional controls must be added to ensure the proper 
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operation of the GFM inverters. For this purpose, we propose supplementary predictive inverter 

control to ensure robust operation of GFM inverters during disturbances. This work is described 

in Section 5. 

 

In Section 6 we provide performance results of GFM operating in a hybrid system. The hybrid 

system is defined as one that has sections of synchronous machine-based systems and inverter 

based system. The example test system has been designed to operate as a hybrid system or it can 

island into two subsystems, (a) a 100% IBR system, and (b) a 100% synchronous machine system. 

The results demonstrate that GFM inverters provide good performance for 100% IBR power 

systems. 

 

Finally, in Section 7, we performed a comparison of the proposed modeling and design of GFM 

inverter systems to the analysis results using industry accepted software, in this particular case, 

PSCAD. An identical test system was constructed and presented in Appendix B to validate the 

results obtained with the proposed modeling of GFM inverters. The model in Appendix B has been 

developed for PSCAD so that the proposed models can be compared with PSCAD. The simulation 

results from the model of Appendix B matches the results from the model of Appendix A (proposed 

GFM inverter models) despite minor differences in the RMS value of the current and voltage at 

the load caused by the different parameter settings. At this point in time, we have not identified 

the root cause of the differences between the described simulation results, i.e. between the 

proposed models and methods and the industry established PSCAD. We plan to continue this work. 

 

The design and modeling of GFM inverters and the impact of these designs on the performance 

of the power system of the future is a very complex issue. Research work in this area will 

continue, so that the challenges generated by IBR dominated power systems can be addressed. 

This project addressed only a small part of the overall problem. 
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Part III: Fault Ride Through and Post-Fault Recovery of Inverter Based 

Resources 
 

A key grid code requirement for IBRs such as PV power plants is low voltage ride through 

capability. Based on the grid code, PV plants should remain connected during voltage sags and 

inject reactive power to the grid to support the voltage of the grid. In this project we focused on 

studying the influential factors on fault ride through and post fault recovery of grid connected 

inverter. The main results of the projects are as follows: 

• We studied the impacts of different PLLs and control structures on the response of inverters 

during different types of faults. The simulation results show that decoupled double 

synchronous reference frame-PLL (DDSRF PLL) and dual current controller provide desirable 

results during balanced and unbalanced faults as they can handle unsymmetrical components 

in the voltage and current signals and can eliminate the output power oscillations during 

unbalanced faults.  

• The results show that addressing the saturation of the controllers is essential to enable seamless 

transition from the during fault condition to the post-fault condition.  

• We demonstrated the saturation of the PI controller of DC capacitor voltage of the inverter is 

influential on the overall response of the inverter during transitioning to the post-fault 

condition. 

• We simulated different anti-windup controllers as well as a controller called proxy based 

sliding mode controller (PBSMC). The results show the effectiveness of anti-windup methods 

in enhancing the transitioning to the post-fault condition. However, the tuning of anti-windup 

methods is heuristic and may not provide desirable results under certain conditions. 

• PBSMC combines nonlinear controller, sliding mode control, and conventional PID 

controllers. It provides accurate and fast tracking feature during normal condition similar to 

PID controllers and smooth resuming to the desired reference value after large disturbances 

that may lead the saturation of the controller. The simulation results demonstrated PBSMC is 

a promising method with desirable performance and systematic tuning of the control 

parameters. 
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1. Introduction and Background

In contrast to synchronous generator-based power systems, which benefit from well-established
theoretical frameworks concerning dynamics and stability, theoretical analysis of inverter-based
AC grids remains unexplored. The foundational requirement for formulating such theoretical ex-
planations is the accurate modeling of inverters within power systems. This modeling needs to be
comprehensive, encompassing all potential phenomena that may occur within a system. However,
to facilitate analysis, this modeling can be deconstructed into distinct components, each elucidat-
ing various phenomena. These phenomena can be categorized based on different attributes such
as magnitude and frequency. A noteworthy phenomenon in power system operation that warrants
further investigation within the realm of inverter-based grids is stability and inter-area oscillation
damping. This phenomenon can be classified into the realm of small-signal analysis and low-
frequency dynamics. An essential precondition for delving into the small-signal and low-frequency
characteristics of inverter-based grids is the precise modeling of individual inverters within the con-
text of small-signal analysis. The primary goal is to validate the stability of the nonlinear system at
operational points and to facilitate the identification and mitigation of inter-area oscillations.

This project is specifically focused on development of small-signal models for the latest inverter
control strategies. This involves constructing a parametric model for the inverter by utilizing matrix
formulations and linearizing specific blocks in the small-signal domain through the application
of computational algebraic equation solvers. Various Grid-Forming (GFM) and Grid-Following
(GFL) control strategies are encompassed within this modeling approach.

In the following sections, the report progresses as follows: First, an overview of the existing meth-
ods for inverter modeling is provided in Section 1.1. Then, the matrix formulation for inverter mod-
eling is detailed in Section 2, with theoretical derivations of small-signal equations for each inverter
block. These blocks are solved computationally and the resulting equivalent impedance/admittance
transfer functions are deduced and presented. Moving forward to Section 3, a comparison of vari-
ous GFM and GFL controls is undertaken in terms of the number of poles and frequency responses.
Finally, the report concludes in Section 3.5, offering a summary of findings and pointing toward
potential avenues for future research.

1.1 Literature Review

1.2 Power System Phenomena Classification

Figure 1.1 shows different power system phenomena along with their corresponding time scales.
In the realm of power system modeling and analysis, selecting an approrpiate time scale which
captures the desired phenomena and meanwhile is computationally efficient is of paramount im-
portance. Two predominant categories of power system modeling methods are Electromagnetic
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Figure 1.1: Power system phenomena and required accuracy of modeling [1].

Transiet Simulation (EMT) and Root Mean Square (RMS). The spectrum of other modeling ap-
proaches generally falls under one of these two overarching methods.

1.2.1 EMT-Based Model

Dommel’s Method

The EMT model, regarded as the most accurate representation of an electrical device, encom-
passes time-domain differential equations for all circuit components, which are solved within the
time domain. The first computationally viable approach was introduced by Domell in the late
1960s [2] [3]. Dommel’s technique involves modeling every linear and nonlinear circuit element
as a current source in parallel with a linear circuit element within a designated time interval. This
approach, known as Dommel’s method, continues to be employed in software tools like PSCAD
(EMTDC) and EMTP. However, the methods based on this approach are computationally intensive
and are typically utilized when capturing very high-frequency phenomena is essential, or when
quantifying the maximum short-circuit current caused by a high-frequency component in a wave-
form is required.

Piece-wise Average Model

Semiconductor devices, prevalent in all inverters, stand as a notable source of nonlinearity within
power system components. However, incorporating an exact model of these switches can lead to ex-
orbitantly long simulation times. To expedite EMT simulations involving Pulse Width Modulation
(PWM) converters, the piece-wise average model was introduced, which integrates an enhanced
averaged model of PWM inverters into the EMT framework [4]. While this approach is effective
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in examining specific scenarios encompassing switching and short circuits that involve PWM in-
verters, the integration of the averaged model compromises accuracy for faster phenomena such as
lightning events.

Dynamic Phasor Modeling

Dynamic phasors offer another avenue that seeks to bridge the gap between EMT and RMS meth-
ods. For example, a dynamic phasor model of a Modular Multilevel Converter (MMC) an with
extended frequency range for direct interfacing to an EMT simulator is introduced in [5]. The
dynamic phasor approach entails modeling the internal dynamics of the MMC by considering the
dominant harmonic components of each variable. For the external dynamics of the converter, a
novel concept known as base-frequency is introduced and [6]. This concept enables the model-
ing of any number of frequency components of external variables without incurring a significant
increase in computational complexity [6].

1.2.2 RMS-Based Models

Given that slower phenomena can be adequately captured through less intricate methods, resort-
ing to time-consuming EMT modeling for every phenomenon might be excessive. Consequently,
strategies like RMS have emerged as solutions to address the computational speed challenges. The
RMS models are designed using the phasor model of components, resulting in lighter models com-
pared to the EMT models. These RMS models find extensive application in software tools like
MATLAB Simulink and DIgSILENT. This modeling approach forms the foundation for certain
inverter models, as elucidated below.

Average Model

The average model linearizes the inverter switching behavior by considering an average value de-
rived from two on-off cycles [7]. This approximation facilitates the incorporation of inverters into
RMS simulations. The average model is widely used for various aspects of inverter analysis encom-
passing design, stability assessment, and control and is a basis for development of other inverter
RMS models.

Eigenvalue Based Method

In conventional power systems, eigenvalue analysis is a well-established method to capture specific
phenomena like inter-area oscillations and ensure small-signal stability [8]. However, applying
this method to inverter-based systems is relatively new. In [9], a modal analysis is conducted for
coupled GFM and GFL inverters using global eigenvalue analysis. The results are accurate for a
two-inverter system, but the approach lacks modularity and scalability.

In [10], the complex transfer function formulation for a benchmark system for small-signal studies
is introduced. A comprehensive model is subsequently presented in [11]. Moreover, [12] adds a
dq/abc transformation block to the small-signal model. In the realm of GFM inverters, [13] intro-
duces a small-signal model for placing a specific GFM inverter in a power system. This leaves an

3



unexplored gap in analyzing other GFM inverters alongside GFL ones. Furthermore, in this paper,
GFM inverters are typically treated as constant angle devices, without considering the intricacies
of GFM angle generation loops.

In this project, the primary objective revolves around incorporating diverse inverter control strate-
gies including the GFM and GFL while encompassing all conceivable block diagrams in a com-
prehensive manner. Subsequently, the emphasis lies in numerically deriving explicit small-signal
parametric equations. The intent is to develop a scalable approach that accommodates a wide range
of scenarios and configurations.

4



2. Methodology

This section begins by elucidating the underlying theory and assumptions governing the small-
signal analysis of the inverter shown in Fig. 2.1. Subsequently, it delves into the process of math-
ematically linearizing and deriving the small-signal matrix form for each control function of the
inverter and each circuit component in Fig. 2.1. Ultimately, it synthesizes the comprehensive small-
signal model by showcasing a block diagram representation in matrix form.

LF

CF

Vabc

Iabc
U*

abc

Lg

Igabc
Uabc

AC Grid

Three-phase 

Converter

Figure 2.1: Circuit diagram of the two-level inverter.

2.1 Background Theory and Procedure

In a prospective 100% inverter-based power system, the inherent low system inertia raises concerns
about prolonged undamped interarea oscillations. The primary objective of this project is to con-
struct a comprehensive small-signal model for inverter-based resources. This model will serve as a
tool for scrutinizing system stability and addressing inter-area oscillation damping challenges. The
overarching approach for tackling inter-area oscillations encompasses three sequential steps:

• Deriving an equivalent small-signal output inductance model for an individual inverter.

• Streamlining the resultant equivalent small-signal output inductance by reducing its order,
facilitating computational and visual analysis of inter-area oscillations.

• Integrating the order-reduced equivalent small-signal output inductance model to deduce
small-signal modes and fine-tuning them to enhance overall system damping.

this report, the primary focus centers on the modeling aspect of the aforementioned procedure
(first bullet point). Consequently, an equivalent impedance/admittance matrix approach is adopted,
diverging from the commonly used state-space model. This approach substantially simplifies the
process of inverter-level order reduction and allows seamless integration of various circuit elements
into multiple inverter sets in a modular fashion.

Certain assumptions underpin the system’s reliance on the small-signal model for specific phe-
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nomena. Notably, protection systems such as current limiting and fault ride-through controls are
disregarded during small-signal oscillations. Dynamics of the input energy source are considered
negligible, assuming a constant input current and treating the DC side as an equivalent capacitor.
Perturbations in the magnitude of the reference of the PWM input are assumed to have negligible
impact on the high-frequency terms of the output perturbations, enabling the omission of switching
frequencies. It is posited that Vre f and Qre f are determined by system-level optimal power flow
studies, which occur at a slower pace than system dynamics.

Importantly, frequency perturbations are treated as dependent variables linked to output voltages or
currents, rather than independent variables subject to change.

The fundamental theory underlying equivalent impedance/admittance modeling posits that the
poles of these transfer functions mirror the inverter’s eigenvalues.

Given the three-phase balanced nature of the considered inverter in Fig. 2.1, transformation into the
dq frame is employed for control purposes. This entails representing complex signals like voltage,
current, and modulation index as a 2 × 1 matrix encompassing both d and q axis components.
System signals like angles and DC voltage are similarly reformulated into matrix format to establish
a comprehensive formulation for each block. Due to interdependencies between d and q frames
on the controller side, the corresponding impedance/admittance or block equivalent gain must be
structured as a 2× 2 matrix. For example, the transformation for impedance formulation unfolds
as follows:

∆V = Zout∆I, (2.1)

where,

Zout =

[
Zdd

out Zdq
out

Zqd
out Zqq

out

]
, (2.2)

∆V =

[
Vd

Vq

]
, (2.3)

and

∆I =
[

Id

Iq

]
. (2.4)

Subsequently,

∆Vd = Zdd
out∆Id +Zdq

out∆Iq,

∆Vq = Zqd
out∆Id +Zqq

out∆Iq.
(2.5)
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2.2 Small-Signal Approximation

In this section, small-signal formulation of each component within the inverter model is presented
based on the theory mentioned in Section 2.1.

The variables with prime-suffices denote the measured quantities within the local dq frame. It is
important to discern the distinction between the local and global dq frames, as explicitly delineated
in Section 2.2.8.

2.2.1 Output Filter

The L filter

For the L filter, the matrix form equation in the dq frame is:

∆Vo −U =

[
sL −Lω

Lω sL

]
∆I, (2.6)

where L represents the inductance of the inductor, s is the Laplace variable, and ω is the system fre-
quency. The variables encompass ∆Vo denoting the output voltage, ∆U representing the inverter’s
voltage, and ∆I corresponding to the inverter’s current perturbations. Equation (2.6) can be written
in matrix form as:

∆Vo −Uc = ZL∆Io, (2.7)

where ZL denotes the impedance of the inductor in matrix form.

The LCL filter

The matrix form euation for the LCL filter in the dq frame is given by:

∆Vo −Vc =

[
sL2 −L2ω

L2ω sL2

]
∆Io, (2.8)

∆Io −∆I =
[

sC −Cω

Cω sC

]
∆Vc, (2.9)

∆U −∆Vc =

[
sL1 −L1ω

L1ω sL1

]
∆I, (2.10)

which can be represented by:

∆Vo −Vc = ZL2∆Io, (2.11)

∆Io −∆I = Zc∆Vc, (2.12)

∆U −∆Vc = ZL1∆I. (2.13)
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2.2.2 The PWM Block

In practice, the PWM block represents the inverter itself, which takes the inputs from the control
system and transformes them into duty cycles for the switching devices. Through modulating the
DC voltage with varying duty cycles, the PWM process generates a controlled output AC voltage
following low-pass filtering. In this context, it is assumed that high-frequency components can be
neglected for the small-signal analysis, and the average model for the switching devices is used.
The main equation for the PWM block is:

U = INV ∗VDCD, (2.14)

where D represents the modulation index and U stands for the output voltage. Both D and U are

represented in the dq frame as matrices D =

[
Dd

Dq

]
and U =

[
Ud

Uq

]
. Equation (2.14) is nonlinear and

must be linearized for small-signal analysis. The ∗ operator denotes simple matrix multiplication.

U +∆U = INV ∗ (VDC +∆VDC)(D+∆D), (2.15)

where INV =

[
1−0.5Tdels
1+0.5Tdels

0
0 1−0.5Tdels

1+0.5Tdels

]
is the switching delay transfer function in the matrix form and

U +∆U = INV ∗ ((VDC)(D)+(VDC)(∆D)+(∆VDC)(D)+(∆VDC)(∆D)). (2.16)

By neglecting steady-state and double incremental terms, we obtain:

∆U = INV ∗ ((VDC)(∆D)+(∆VDC)(D)). (2.17)

Finally,
∆U = Delv∗∆D+Deld ∗∆VDC (2.18)

in which Delv = INV ∗VDC and Deld = INV ∗D

2.2.3 Current Loop

The inner current loop is a block that controls the input of the PWM. It achieves this by utilizing
the reference current as:

∆D′ =

[
PIc 0
0 PIc

]
(∆Ire f −∆I′)+

[
0 −L1ω

L1ω 0

]
∆I′+

[
f v 0
0 f v

]
V ′

c , (2.19)
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with the final matrix form equation derived as:

∆D′ = PIC(∆Ire f −∆I′)+L1w∗∆I′+FV ∗V ′
c . (2.20)

2.2.4 Voltage/Power Loop

Power Loop in GFL: The power loop in GFL is used to ensure constant active and reactive powers:

∆Ire f =

[
PIp 0
0 PIq

]
(∆Sre f −∆S), (2.21)

which can be rewritten in the matrix form as:

∆Ire f = PIS∗ (∆Sre f −∆S). (2.22)

Voltage Loop in GFM: The voltage loop in GFM is used to regulate and maintain the system voltage
at a desired level:

∆Ire f =

[
PIv 0
0 PIv

]
(∆Vre f −∆V ′

c)+

[
0 −Cω

Cω 0

]
∆V ′

c +

[
f c 0
0 f c

]
∆I′. (2.23)

By assuming that the Vre f = constant, (2.23) can be reduced to:

∆Ire f =−
[

PIv 0
0 PIv

]
∆V ′

c +

[
0 −Cω

Cω 0

]
∆V ′

c +

[
f c 0
0 f c

]
∆I′. (2.24)

Therefore, the matrix form of (2.23) becomes:

∆Ire f =−PIV ∗∆V ′
c +Cw∗∆V ′

c +FII ∗∆I′. (2.25)

2.2.5 Power Measurement

Power measurements in terms of I′d , I′q, V ′
d , and V ′

q are:

P =
ωc

s+ωc
(V ′

dI′d +V ′
qI′q), (2.26)

Q =
ωc

s+ωc
(V ′

qI′d −V ′
dI′q), (2.27)

where p f ilter = ωc
s+ωc

represents a low-pass filter applied to the measurements. This element is
nonlinear and needs to be linearized for the small-signal analysis. The linearization is as follows:
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P+∆P = p f ilter((V ′
d +∆V ′

d)(I
′
d +∆I′d)+(V ′

q +∆V ′
q)(I

′
q +∆I′q)), (2.28)

Q+∆Q = p f ilter((V ′
q +∆V ′

q)(I
′
d +∆I′d)− (V ′

d +∆V ′
d)(I

′
q +∆I′q)). (2.29)

Equations (2.28) and (2.29) can be elaborated as:

P+∆P = p f ilter((V ′
d)(I

′
d)+(V ′

q)(I
′
q)+(∆V ′

d)(I
′
d)+(∆V ′

q)(I
′
q)+(V ′

d)(∆I′d)

+(V ′
q)(∆I′q)+(∆V ′

d)(∆I′d)+(∆V ′
q)(∆I′q)),

(2.30)

Q+∆Q = p f ilter((V ′
q)(I

′
d)− (V ′

d)(I
′
q)+(∆V ′

q)(I
′
d)− (∆V ′

d)(I
′
q)+(V ′

q)(∆I′d)

−(V ′
d)(∆I′q)+(∆V ′

q)(∆I′d)− (∆V ′
d)(∆I′q)).

(2.31)

If the large signal and double incremental terms are dropped, the equations simplify to:

∆P′ = p f ilter((I′d)(∆V ′
d)+(I′q)(∆V ′

q)+(V ′
d)(∆I′d)+(V ′

q)(∆I′q)), (2.32)

∆Q′ = p f ilter((I′d)(∆V ′
q)− (I′q)(∆V ′

d)+(V ′
q)(∆I′d)− (V ′

d)(∆I′q)), (2.33)

which can be rewritten as:

∆P′ = p f ilter(
[
I′d I′q

][
∆V ′

d
∆V ′

q

]
+
[
V ′

d V ′
q

][
∆I′d
∆I′q

]
), (2.34)

∆Q′ = p f ilter(
[
−I′q I′d

][
∆V ′

d
∆V ′

q

]
+
[
V ′

q −V ′
d

][
∆I′d
∆I′q

]
). (2.35)

Finally,

∆S =

[
p f ilter 0

0 p f ilter

]
(

[
I′d I′q
−I′q I′d

][
∆V ′

d
∆V ′

q

]
+

[
V ′

d V ′
q

V ′
q −V ′

d

][
∆I′d
∆I′q

]
). (2.36)
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We assume Io =

[
I′d I′q
−I′q I′d

]
, Vo =

[
V ′

d V ′
q

V ′
q −V ′

d

]
and P f ilter =

[
p f ilter 0

0 p f ilter

]
to derive the

matrix form:

∆S = P f ilter(Io∆V ′+Vo∆I′). (2.37)

2.2.6 DC-side Dynamics

Applying the law of conservation of energy, i.e., WDC =WAC, we can deduce:

∆WDC = ∆WAC, (2.38)

∆WDC = ∆(
1
2
(CDC)V 2

DC). (2.39)

By linearization of (2.39), we come up with:

∆WDC =CDCVDC∆VDC. (2.40)

In the time domain:
∆WDC = ∆WAC =

∫
∆PACdt, (2.41)

and in the frequency domain:

∆WDC =
∆PAC

s
, (2.42)

CDCVDC∆VDC =
∆PAC

s
. (2.43)

By assuming that ∆P′
AC = ∆P′ and also ∆Vdc =

[
∆VDC

0

]
, we obtain:

CDCVDC∆VDC =
∆P′

s
, (2.44)

∆VDC =
∆P′

CDCVDCs
, (2.45)
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∆Vdc =

[
∆VDC

0

]
, (2.46)

∆Vdc =

[
1

CDCVDCs 0
0 0

]
∆S, (2.47)

∆Vdc = DC∆S. (2.48)

By plugging (2.36) into (2.48):

∆Vdc = p f ilter(Kdc∆V ′+Zdc∆I′), (2.49)

where Kdc = DC ∗ Io and Zdc = DC ∗Vo.

2.2.7 Angle Reference Generation

Angle reference serves as a necessary input for abc/dq and dq/abc transformation blocks within
an inverter and can be generated through different methods for various GFM and GFL inverters.
Figure 2.2 shows control blocks of different GFM strategies for angle generation. This subsection
derives the small-signal model of these angle generation blocks.

GFL-Conventional

In the conventional basic GFL in which θ =Constant, we have:

∆θ = 0. (2.50)

In order to have a consistant model, a new complex variable named ∆θ is introduced instead of ∆θ

∆T =

[
0

∆θ

]
. (2.51)

Therefore, for the conventional GFL, we have:

∆T =

[
0
0

]
. (2.52)

GFL-PLL

In most of the GFLs, the angle reference used in the dq/abc or the abc/dq blocks is generated by
a Phase-Locked Loop (PLL). The PLL equation is:

∆θ = (PIpll/s)∆V ′
q. (2.53)
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Figure 2.2: GFM control strategies for angle generation.

The following equations convert the PLL equation into ∆T form:

∆θ =
[
(0 PIpll/s)

]
∆V ′

q, (2.54)

∆T =

[
0 0
0 PIplls

]
∆V ′, (2.55)

∆T = PLL∗∆V ′. (2.56)

GFM - Droop Control

Droop control resembles the speed droop characteristic of a governor and trades off the deviations
of the power injection and frequency from their nominal values [14]:
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∆θ =
D f

s
∆P, (2.57)

∆T =

[
0 0

D f
s 0

]
∆S, (2.58)

∆T = DroopGFM ∗∆S. (2.59)

GFM - Syn

Synchronverter (Syn) is a well-known strategy that satisfies the need for a synchronization unit for
pre-synchronization purposes, as well as during normal operation [15]:

∆θ =
1

sJωn(s+
Dp

J(1+DpPIps))
∆P, (2.60)

∆T =

 0 0
1

sJωn(s+
Dp

J(1+DpPIps) )
0

∆S, (2.61)

∆T = SY N ∗∆S. (2.62)

GFM - Virtual Inertia (VI)

The Virtual Inertia (VI) is a control strategy designed to prevent the transition from self-
synchronization mode to PLL mode during grid faults. To ensure consistent performance, a PLL is
employed even during regular operations. This approach maintains a continuous output frequency
estimation through the PLL, while the angle θ is determined using a specific equation as outlined
in [15]. This equation can be transformed into the small-signal domain as:

∆θ =
1

Js2 +Ds
∆P, (2.63)

∆T =

[
0 0
1

JS2+Ds 0

]
∆S, (2.64)

∆T =V I ∗∆S. (2.65)

GFM - PSC

The Power Synchronization Control (PSC) is another control strategy wherein a second-order trans-
fer function is implemented in the inner frequency loop, acting on the deviation between power
setpoint and measured power [15]:

∆θ =
Ki

s
∆P, (2.66)
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∆T =

[
0 0
Ki
s 0

]
∆S, (2.67)

∆T = PSC ∗∆S. (2.68)

2.2.8 abc/dq and Its Inverse Transformation

For closed-loop control of an inverter, abc/dq transformation is imperative. When addressing
interactions among multiple inverters, a global dq frame must be considered. Both voltage and
current signals are converted into a local dq frame for control purposes. During transients, these
two frames may not be exactly the same because of the angle dynamics. In addition, because of the
large grid assumption, there is also a steady-state angle difference between both voltage and current
global and local dq frames. To differentiate between these frames, the local dq frame signals are
denoted with a prime symbol in this report.

abc/dq transformation

abc/dq transformation in a global dq frame is:

A′ = e jθ A. (2.69)

Both θ and A values can be perturbed. Therefore, small-signal perturbation of the transferred value
must consist of both terms. The linear approximation is derived as follows:

A′+∆A′ = e j(θ+∆θ)(A+∆A), (2.70)

A′+∆A′ ≈ e jθ (1+∆θ)(A+∆A), (2.71)

A′+∆A′ ≈ e jθ (A+∆θA+∆A+∆θ∆A). (2.72)

By dropping the steady-state and double incremental terms, (2.72) becomes:

∆A′ ≈ e jθ (A∆θ +∆A), (2.73)

e jθ A′
∆θ = (cosθ + jsinθ)(Ad + jAq)∆θ , (2.74)

e jθ A′
∆θ = ((cosθAd −Aqsinθ)+ j(sinθAd + cosθAd))∆θ , (2.75)

e jθ A′
∆θ =

[
(cosθAd −Aqsinθ)

(sinθAd + cosθAd)

]
∆θ , (2.76)
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[
∆A′

d
∆A′

q

]
≈
[
(cosθAd −Aqsinθ)

(sinθAd + cosθAd)

]
∆θ +

[
cosθ −sinθ

sinθ cosθ

][
∆Ad

∆Aq

]
. (2.77)

Considering (2.50), the matrix conversion of (2.77) becomes:

[
∆A′

d
∆A′

q

]
≈
[

0 (cosθAd −Aqsinθ)

0 (sinθAd + cosθAd)

][
0

∆θ

]
+

[
cosθ −sinθ

sinθ cosθ

][
∆Ad

∆Aq

]
, (2.78)

∆A′ ≈ TA∆T +Tmain∆A. (2.79)

Finally, the A variable can be replaced with the output voltage and currrent variables:

∆V ′
o = TV ∆T +Tmain∆V, (2.80)

∆I′o = TI∆T +Tmain∆I, (2.81)

∆V ′
c = TVc∆T +Tmain∆Vc. (2.82)

dq/abc transformation:

Similarly, for the inverse transformation, we have

A = e− jθ A′, (2.83)

A+∆A = e− j(θ+∆θ)(A′+∆A′), (2.84)

A+∆A ≈ e− jθ (1−∆θ)(A′+∆A′), (2.85)

A+∆A ≈ e− jθ (A′−∆θA′+∆A′−∆θ∆A′). (2.86)

By dropping the steady-state and double incremental terms, (2.86) becomes:

∆A ≈ e− jθ (∆A′−A′
∆θ), (2.87)

e− jθ A∆θ = (cosθ − jsinθ)(A′
d + jA′

q)∆θ , (2.88)
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e− jθ A∆θ = ((cosθA′
d +A′

qsinθ)+ j(−sinθA′
d + cosθA′

d))∆θ , (2.89)

e jθ A∆θ =

[
(cosθA′

d +A′
qsinθ)

(−sinθA′
d + cosθA′

d)

]
∆θ , (2.90)

[
∆Ad

∆Aq

]
≈

[
(cosθA′

d +A′
qsinθ)

(−sinθA′
d + cosθA′

d)

]
∆θ +

[
cosθ sinθ

−sinθ cosθ

][
∆A′

d
∆A′

q

]
. (2.91)

Considering (2.50), the matrix conversion of (2.91)becomes:

[
∆Ad

∆Aq

]
≈

[
0 (cosθA′

d +A′
qsinθ)

0 (−sinθA′
d + cosθA′

d)

][
0

∆θ

]
+

[
cosθ sinθ

−sinθ cosθ

][
∆A′

d
∆A′

q

]
, (2.92)

∆A ≈ T ′
A∆T +1/Tmain∆A. (2.93)

Finally, the actual modulation index formula can be obtained in the matrix form as:

∆D = T ′
D∆T +1/Tmain∆D′. (2.94)

2.2.9 GFL - Droop

Certain GFL inverters may contribute to voltage and frequency support within the system through
a GFL droop block which adjusts active and reactive power references based on the frequency and
voltage magnitude, respectively. The corresponding equations are as follows:

∆Pre f = ∆θ/mp, (2.95)

∆Qre f = ∆Vm/np, (2.96)

∆Sre f =

[
Pre f

Qre f

]
, (2.97)

where Vm is the output voltage magnitude, which can be written as Vm =
√

(V 2
d +V 2

q ) and can be
linearized as:

∆Vm = (Vd/Vm)∆V ′
d +(Vq/Vm)∆V ′

q. (2.98)
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The prime indices are incorporated into ∆Vm to signify its derivation from voltage measurements.
Furthermore, ∆θ is calculated as presented in (2.53). The resultant ∆Pre f , ∆Qre f , and ∆Sre f can be
determined as follows:

∆Pre f =
[
0 PIpll/smp

]
∆V ′, (2.99)

∆Qre f =
[
Vd/Vmnp Vq/Vmnp

]
∆V ′, (2.100)

∆Sre f =

[
0 PIpll/smp

Vd/Vmnp Vq/Vmnp

]
∆V ′, (2.101)

∆Sre f = DroopGFL∗∆V ′. (2.102)

Figure 2.3 shows a block diagram representation of both GFM and GFL inverter models. In Fig 2.3,

each signal is a 2×1 matrix (for example
[

∆Vd

∆Vq

]
,

[
∆Id

∆Iq

]
,

[
∆P
∆Q

]
,and

[
∆θ

0

]
) and each transfer block

is a 2×2 matrix of transfer functions,
[

Xdd Xdq

Xqd Xqq

]
or a linear function of two 2×2 matrices when

there are two inputs (A
[

Xdd Xdq

Xqd Xqq

]
+B

[
Ydd Ydq

Yqd Yqq

]
). In Fig. 2.3, the red parts are only for GFL

inverters while blue characters are only for GFM converters. The linearized block diagrams are
shown in Fig. 2.4.

As shown in the Fig. 2.3, the small-signal model of the GFL inverter is built considering the abc/dq
effect. Under voltage disturbance, this block generates an error between the converter and global
dq frames. The effect of ∆T on the measured small-signal currents and voltages in both GFL and
GFM inverters is shown. The noticeable point in Fig. 2.3 is how the generation of ∆T is different
in GFL and GFM. The figure shows that the GFM ∆T is generated using both ∆I and ∆V signals,
whereas the GFL ∆T is only made from ∆V . Therefore, complexity doubles in the GFM, and more
poles will be added to the final small-signal impedance. The difference between GFM and GFL
modes is the existence of ∆I alongside ∆V in reference angle generation.
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Figure 2.3: Exact inverter small-signal model in matrix form. Black lines and text are for both GFM and
GFL, blue lines and text are only for GFM, and red lines and text are only for GFL.
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Figure 2.4: Linearized block diagrams of the inverters.
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3. Results and Discussion

3.1 Computational Procedure

In Section 2.2, all block equations are eventually transformed into a matrix form involving 2× 2
parameters and 1×2 variables. Through this mapping and without loss of generality, all blocks can
be expressed as a set of algebraic equations involving scalar parameters and scalar variables. These
equations can then be solved using scalar equation solvers. This approach offers computational
efficiency, as the results can be computed once and stored for subsequent use, obviating the need
for repeated equation solving. After saving the results, the variables can be eliminated, and 2× 2
parameters are integrated to yield a conclusive admittance/impedance 2×2 parameter. Following
this calculation, the outcomes for each component, namely dd, dq, qd, and qq, for each inverter are
stored separately, preferably as a character data class in the computer. Ultimately, these formulas
can be used for each set of parameters to derive the numerical transfer functions. The algebraic
solutions for matrix equations of each inverter is carried out in Matlab, with their nominator and
denominators being calculated parametrically.

3.2 Matrix Substitution

In the next step, each term of the matrix equations from Matlab is replaced with its corresponding
complex matrix. A list of all terms with their complex form is presented in Tables 3.1 and 3.2.

Figure 3.1: Hierarchy of small-signal derivation.
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Table 3.1: Matrix Arrays of Parameters

Parameter dd dq qd qq
Vo Vdo Vqo Vqo −Vdo

Io Ido Iqo −Iqo Ido

ZL1 sL1 −ωL1 ωL1 sL1

L1w 0 −ωL1 ωL1 0
ZL2 sL2 −ωL2 ωL2 sL2

L2w 0 −ωL1 ωL1 0
Zc sC −ωC ωC sC
Cw 0 −ωC ωC 0
PIC KPc +KIc/s 0 0 KPc +KIc/s
Fv Kv f /(1+Tv f s) 0 0 Kv f /(1+Tv f s)
FII Kvii/(1+Tviis) 0 0 Kvii/(1+Tviis)
PIS KPp +KIp/s 0 0 KPq +KIq/s
PIV KPpV +KIpV/s 0 0 KPqV +KIqV/s
PFilter ωc/s+ωc 0 0 ωc/s+ωc

PLL 0 0 0 KPpll +KIpll/s

Droop 0 KPpll +KIpll/s Vd/n
√

V 2
d +V 2

q Vq/n
√

V 2
d +V 2

q

3.3 Parameters Substitution and Tuning

Upon matrix substitution, four parametric transfer functions will be generated for each of the in-
verter controls mentioned in Section 2.2.7. Some of these parameters, such as system frequency
ω are dictated by the system. On the other hand, semiconductor, LCL, and DC elements (L1, L2,
C, and CDC and Tdel), are determined through the inverter hardware design process. In addition,
voltage magnitude and angle reference, which are not dependent variables and the coeeficeincts of
Grid Forming Inverter (GFM) droop control are established based on grid operation. The remaining
coefficients are implemented locally on a control board. In the design hierarchy shown in Fig. 3.1,
the primary objective is to achieve optimal performance with the given parameters derived from an
upper-level study. However, adjustments at the upper level might be required if the desired perfor-
mance cannot be attained. While systematic methods like those outlined in [16] exist to search for
optimal parameters, they often have limitations tied to specific types of inverters and are tailored
for more constratined inverter models. Tables 3.1 and 3.2 provide the list parameters involved in
small-signal modeling and their corresponding contribution to various matrix arrays.

3.4 Comparison of Small-Signal Characteristics for Various GFM Inverters

In this section, the inverter control strategies mentioned in Section 2 are compared in terms of
eigenvalues, as well as their frequency domain characteristics.
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Table 3.2: Matrix Arrays of Parameters

Parameter dd dq qd qq
DroopGFL D f /s D f /s 0 0
V I 1/(Js2 +Dvils) 1/(Js2 +Dvils) 0 0
SY N 1

sJωn(s+
Dp

J(1+DpPIps) )

1
sJωn(s+

Dp
J(1+DpPIps) )

0 0

PSC KpSC/s KpSC/s 0 0
KDC Id/CDCVDC Iq/CDCVDC 0 0
YDC Vd/CDCVDC Vq/CDCVDC 0 0
DelD D(1−0.5Tdels

1+0.5Tdels
) 0 0 D(1−0.5Tdels

1+0.5Tdels
)

Delv V dc(1−0.5Tdels
1+0.5Tdels

) 0 0 V dc(1−0.5Tdels
1+0.5Tdels

)

T ETA cos(θ) sin(θ) −sin(θ) cos(θ)
Tv 0 −sin(θ)Vd + cos(θ)Vq 0 −cos(θ)Id − sin(θ)Iq

Tio 0 −sin(θ)Iod + cos(θ)Ioq 0 −cos(θ)Iod − sin(θ)Ioq

Ti 0 −sin(θ)Id + cos(θ)Iq 0 −cos(θ)Id − sin(θ)Iq

Td 0 cos(θ)Dd + sin(θ)Dq 0 −sin(θ)Dd + cos(θ)Dq

Table 3.3: Number of Eigenvalues for Each Strategy

Inverter Strategy GFL basic GFL GFMPSC GFMdroop GFMsyn GFMV IL

Number of dd poles 12 12 17 17 21 16
Number of dq poles 17 17 16 16 20 16
Number of qd poles 19 19 13 13 17 19
Number of qq poles 13 17 15 15 19 20

3.4.1 Eigenvalue Analysis

The number of poles, which is equivalently expressed as the number of eigenvalues, for various
inverter control strategies is detailed in Table 3.3. The results in Table 3.3 show that GFMsyn
presents the highest level of complexity in terms of eigenvalues, while GFLbasic, a conventional
GFL model, boasts the minimum number of poles. Another note-worthy point is that the number
of poles exhibits notable variation across control strategies, frequently featuring diverse matrix
elements with varying degrees of complexity.

3.4.2 Frequency Domain Analysis

In this subsection, the frequency response of the inverters is presented through Bode diagrams.
The optimal parameters are determined through extensive trials and errors with consideration of
parameter dependencies in power flow and also complying with the cascaded controller design
strategy obtained from [16].

Figure 3.2 depicts the Bode response of the droop GFM. The results show that all gains are negative,
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Figure 3.2: Bode diagram of droop inverter.

implying optimal parameters result in lower magnitude and dampening of disturbances across all
frequencies. Furthermore, all Ydd , Yqd , Ydq, and Yqq function as low-pass filters, indicating that
high-frequency oscillations do not significantly impact inverter performance.

Figure 3.3 shows the Bode diagram of the VI inverter. Notably, due to the presence of an additional
term in ∆T generation, a new pole emerges at a frequency of approximately 102 rad/s. This addi-
tion introduces a higher level of complexity in the response compared to the droop control. This
implies that any oscillation within the system will lead to a transient with a frequency of 102 rad/s
circulating throughout the system. This specific pole has the effect of elevating the gain in Yqd and
Ydd beyond 0 dB if an oscillation near 102 (rad/s) occures.

Figure 3.4 shows the Bode results of the PSC inverter. The outcomes demonstrate a stable behavior
in Ydq and Yqd . However, in the proximity of a specific pole, the magnitude exceeds 0(dB). Notably,
all four transfer functions of the PSC can be characterized as low-pass filters, akin to the droop
controller.

Turning to Fig. 3.5, the Bode results of the Syn inverter are depicted. As indicated in Fig. 3.5,
the Syn inverter exhbits the most intricate Bode diagram among various GFM controls. Notably,
a highly distinctive feature of the Syn inverter is the pronounced magnitude and angle shift within
a specific frequency range. This Bode diagram signifies an oscillatory behavior in response to
disturbances. Similar to the PSC, Ydq and Yqd can attenuate disturbances in this case.
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Figure 3.3: Bode diagram of VI inverter.

3.5 Conclusions

This project is focused on small-signal stability analysis of GFM and GFL inverters. To this end,
parametric models are developed to incorporate various control strategies. Within the realm of
GFM inverters, the Synchronvertor strategy presents particular complexity and challenges in the
context of model reduction. While droop control strategies exhibit stable behavior, others struggle
to achieve stability using identical parameters. For GFL inverters, the transfer function Ydq is more
susceptible to instability compared to the other three transfer functions. The outcomes and results of
this project can be extended to a multi-converter system and used for inter-area oscillation damping.
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Figure 3.4: Bode diagram of PSC inverter.

M
ag

ni
tu

de
 (

dB
)

-100

-50

0

50

100

10-6 10-4 10-2 100 102 104

Ph
as

e 
(d

eg
)

-180

-90

0

90

Ydd

Frequency  (rad/s)

M
ag

ni
tu

de
 (

dB
)

-200

-150

-100

-50

0

10-6 10-4 10-2 100 102 104 106

Ph
as

e 
(d

eg
)

-360

-180

0

Yqd

Frequency  (rad/s)

M
ag

ni
tu

de
 (

dB
)

-200

-150

-100

-50

0

10-6 10-4 10-2 100 102 104 106

Ph
as

e 
(d

eg
)

-360

-180

0

Ydq

Frequency  (rad/s)

M
ag

ni
tu

de
 (

dB
)

-100

-50

0

50

100

10-6 10-4 10-2 100 102 104

Ph
as

e 
(d

eg
)

-180

-90

0

90

Yqq

Frequency  (rad/s)

Figure 3.5: Bode diagram of Syn inverter.
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1. Introduction 

The electric power system is undergoing a transformation as more and more inverter interfaced 
resources are added to the system. The trend will result in future power systems that transition to 
significant amount of renewable energy. For example, California has mandated 100% renewable 
energy supply by 2045 and Minnesota has passed laws to move to full renewable energy supply 
by 2050. New technologies such as HVDC systems will also be integrated into the conventional 
AC systems forging hybrid AC-DC systems. To assure reliable integration of such a massive 
amount of renewable inverter-based resources (IBRs), the IBRs should be augmented with grid 
support capabilities and compatibility features. To this end, this project proposes a multi-pronged 
research effort as follows: i) Grid Firming Converters: proposing methods to achieve desired 
voltage and frequency supports from IBRs such as wind and PV farms in the future grid, ii) Grid 
Forming Converters: developing controls to enable cold start capability of a system with high 
penetration of renewables, and iii) Resilient Converters: Designing fault ride through capability 
and post-fault recovery control strategies to avoid massive dropouts of  renewables following a 
disturbance such as what happened in the Western system.  
 
This report addresses the issues associated with Grid Forming Converters: developing controls to 
enable cold start capability of a system with high penetration of renewables.  
 
In legacy power systems, synchronous machines automatically provide load start-up support 
within their capability by virtue of their inherent inertia and generated voltage. In a system with 
large penetration of IBRs, the converters should have this capability as well. We discuss the 
development of controllers that will enable a converter to control the frequency and transient 
response of the grid in such a way that the grid will be steered to operate near nominal frequency 
and voltage, minimize transients and ensure the correct operation of all inverters in the system. 
This is the essence of grid forming inverters. We will demonstrate the controller performance for 
the basic problem of starting a dynamic load, such as an air-conditioner, with a 100% inverter 
interfaced resources system. This basic problem will generate a plethora of knowledge that will 
provide the size (ratings) required by a converter to start a specific load of known dynamics. This 
information is necessary to define and provide design guidance for the cold start capabilities of an 
IBR dominated power system. 
 
Cold start of a typical large coal power plant takes several hours. Converters have the potential to 
be loaded quickly as load as the power source is available (wind, PV, battery) with the appropriate 
controller. Therefore, each generation unit in an IBR-based power system can quickly start 
operating. However, in a system with many IBRs, devising a coordinated cold start for the out-of-
service resources is necessary. The proposed method will enable cold start capability of each IBR 
and more importantly, each converter is equipped with a supplementary controller, which is 
automatically activated when a cold start condition is detected. The supplementary controller 
ensures that full power of the renewable energy resource is brought into service as quickly as 
possible. In this task, we will study the performance and effectiveness of the proposed method by 
quasi-dynamic domain simulation studies on a test system. 
 
The report is organized as follows. We first review the existing control strategies for GFM 
inverters. Section 3 introduces the model development and simulation method we used in this 
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project. Section 5 presents the simulation results of the proposed control strategy. Section 6 
presents a comparison of results between the quadratized modeling approach results and the 
PSCAD results.  Future works of this project will be presented in section 7. 
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2. Literature Review 

There is much work on grid forming inverters as they are considered an essential solution for the 
challenges facing the power systems of the future. This section provides a small glimpse of the 
research work in this area. 
 
2.1 Inverter-Dominated Power System 
 
Electric power resources that may operate at other than AC near nominal frequency, may need to 
be interfaced to the electric power system via power electronics, primarily inverters. These systems 
are referred to as Inverter Based Resources, or IBRs. IBRs convert electric power in these 
resources to AC power of frequency equal to the frequency of the power grid. Power systems with 
over 50% of its rated installed power is IBRs are classified as inverter-dominated power grid [1]. 
The level of generation from IBRs at any instant of time varies from the installed power. We can 
define the concept of operating penetration level, which is defined as the percentage of generation 
via IBRs. It is important to note that in the US, the penetration measured in terms of installed 
capacities is relatively small, less than 30%, the operating penetration level has reached 100% for 
some system for short periods of time. The operating penetration level is more important for the 
stability of the power system. 
  
The stability of conventional power system has three major categories: rotor angle stability, 
frequency stability and voltage stability [2]. The rotor angle stability measures the ability of the 
synchronous generator to remain in synchronism after disturbances. In inverter-dominated power 
systems, as the number of synchronous generators decreases significantly, the fault ride-through 
capabilities become one of the key factors of power system stability [3]. The requirements for 
frequency and voltage stability remain the same for inverter-dominated power systems. 
Traditionally, the normal operation range for frequency is ±0.2 Hz. The normal operation voltage 
range for North American power systems depends on the sector of end users. For residential is ±5% 
of the nominal voltage [4]. 
 
It is important to recognize that grid forming inverters should provide the same performance as 
the historical performance of legacy power systems. 
 
2.2 Grid-Following (GFL) Inverters –and their Controllers 
 
The performance of inverters primarily depends on the design of their controllers. There are two 
classes of inverter controllers, grid-following (GFL) controller and grid-forming (GFM) controller. 
GFL controllers represent the most popular control strategy of IBR connected to the grid now [5]. 
GFL controllers have two major components: a phase-locked loop (PLL) that estimates the 
frequency and phase angle of the sinusoidal voltage at the terminals of the inverter and a current-
control loop that regulates the AC current output frequency and phase angle [6]. As a result, grid 
following inverters, follow the frequency and the phase angle of the power system. PLL was 
originally introduced by Appleton in 1923 and Bellescize in 1932. It was first used for synchronous 
reception of radio signals and later used in communication systems and motor control systems [7]. 
Recently, PLL has been used for synchronization between inverters and the grid [8].  
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The fundamental of GFL control strategies is measuring the instantaneous phase angle of the AC 
voltage. In general, it works well when the system exhibits minimal amplitudes of frequency 
deviations. The original PLL design contains a phase detector (PD), a loop filter (LP) and a 
voltage-controlled oscillator (VCO). PD measures the difference between the phase angles of the 
input and output signals. LP in PLL is typically a low-pass filter that suppresses the noise and 
high-frequency signals from the PD. VCO is an electronic device that generates waveforms, where 
the frequencies of the generated waveforms are determined by the input voltages. The output signal 
tracks the input signal and minimizes the phase error with the input signal [9]. 
 
Although PLL and its variations are widely used in GFL inverter controllers, the low system inertia 
of inverter dominated systems and the resulting high rate of change of frequency (ROCOF) 
requires the PLL to respond to fast changes in frequency and voltage transients. In general, it is 
difficult for the PLL to respond fast enough. Specifically, the PLL requires a period of time to 
change the frequency during fast system frequency changes [10]. This slow response will affect 
the firings of the inverter valves and the operation of the inverter may deviate from synchronization 
with the power grid and possible mis-operations of valve firings. This is a main drawback of GFL 
inverters. This poor performance of GFL inverters during transients can be corrected by replacing 
PLLs with digital controllers that are more flexible and can respond faster. The appropriate use of 
digital controllers and improved controllability leads to grid forming inverters to be discussed next.   
 
2.3 Grid-Forming (GFM) Inverters and Their Controllers 
 
Over the past years, many researchers have devoted efforts to developing Grid-forming control 
strategies. GFM inverters do not use PLLs for the reasons discussed earlier. Also, GFM inverter 
can work independently from external voltage measurements. It actively controls the frequency 
and magnitude of the output voltage. Therefore, the control strategy can incorporate voltage and 
frequency regulation to the local power system [11]. 
 
In an inverter dominated power system, the amount of generation from synchronous machines 
decreases. The ability to provide the required transient power following an outage is reduced since 
the inverters are limited in providing required transient power. In legacy power systems, the cold-
start capability is provided by self-energized devices that can provide the active and reactive power 
to accommodate the required high inrush currents by transformers and the high starting currents 
of induction motors [12]. GFL inverters require a stable power system with minimal transients to 
operate normally. Therefore, GFL inverters cannot provide cold-start capability to the power 
system. Whereas GFM inverters with battery energy storage system (BESS) can provide the cold-
start capability to the power system as GFM inverters can operate independently from the external 
grid. 
 
There are several existing GFM controllers that have been widely used and investigated. In this 
section, we will review some of the popular GFM controllers including Droop Control, Virtual 
Synchronous Machine, Power-Synchronization Control and Virtual Oscillator Controller. These 
controllers will be analyzed from three aspects, frequency control, voltage control and black start 
capabilities.  
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2.4 Droop Control 
 
Droop control was first introduced in 1993 by Chandorkar et al. [13]. The author presented a 
control scheme for parallel-connected inverters in a standalone AC supply system without 
reference of system frequency and voltage. Instead, the inverter is controlled based on feedback 
measured locally at the inverter. The inverter controls the real and reactive power fed into the AC 
system by controlling the time integral of the inverter output voltage space vector [14]. The real 
power (P) is controlled by the power angle and the reactive power (Q) is controlled by the inverter 
flux vectors. The difference between the set point and the measure value of P and Q are fed into a 
proportional-integral (P-I) regulator, where the set points of the control parameters were generated 
for the control loop. 
 
The frequency control of the droop controller is implemented by a PI controller of the difference 
between the actual and reference angle position of the AC system voltage vector. The voltage is 
controlled by the voltage amplitude of the measured AC system voltage vector. Ogbonnaya et al 
analyzed the black start capability of islanded droop-controlled microgrids [15]. The author 
developed a systematic black start formulation that simulates the sequential restoration of an 
islanded droop-controlled microgrid. In the simulation, two GFM inverters were used to provide 
voltage reference to the system during the restoration process. The soft black-start capabilities of 
droop control were also evaluated by Alassi et al. where they developed a test system with a 2-
level, 3-phase VSC based GFM inverter connected to an AC system [16]. Several GFM inverter 
control techniques including droop control and virtual synchronous machine were tested under AC 
and DC disturbances and black starts. A 35 MW and 5 MVAr loads were connected to an islanded 
network at the PCC to evaluate the soft black-start capability of the control schemes. The results 
show that droop control was able to follow the reference voltage and frequency while 
instantaneously providing the required real and reactive power during the soft black-start process. 
 
The key advantages of droop control are that it enables the proportional power sharing between 
parallel connected GFM inverters in the system and it does not require communication channels 
between the parallel connected inverters to achieve system-wide synchronization. Droop control 
operates like a conventional synchronous machine, which exhibits a linear trade-off between 
frequency and voltage versus real and reactive power [17]. Typically, the droop control has P-
Omega (real power-frequency) control mode and Q-V (reactive power-voltage) control mode. In 
P-Omega control model allows the frequency of each inverter to decrease slightly and increase the 
real power as the load in the system increases. Similarly, a linearly proportional relationship exists 
between the reactive power and the voltage output of the inverter. 
  
2.5 Virtual Synchronous Machine  
 
Another popular approach in the design of GFM inverter controllers is to make the inverters behave 
as synchronous machines. The objectives of this approach are apparent. The Virtual Synchronous 
Machine (VSM) control strategy was first introduced by Beck et al in 2007 [18]. The working 
principle of VSM is to control the operation of the inverter in such way that it acts like a 
synchronous machine between DC voltage source and the grid. The mechanical system of an 
electromechanical machine is represented by a control strategy in VSM. A virtual rotating mass is 
created in the model to be electrically effective in relation to the grid with adjustable model 
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parameters [19]. For this approach to work properly, it is required that the inverter has an available 
power source at the DC bus, and it is designed to deliver currents that need to be much higher than 
the typical rated currents of inverters (i.e., the inverter must be properly over-rated). 
  
The VSM model has two classes of components, power electronic components and computational 
components. Power electronic components contain highly dynamic IGBT inverter and phase 
current controller. The computational components include algorithmic model of synchronous 
machine and a DSP model. The VSM takes instantaneous grid voltage measurements as inputs to 
determine the instantaneous current of the virtual machine. Miguel et al presented the frequency 
control of VSM, where the controller monitors the frequency of the grid and compares it to the 
reference frequency that the system needs to reach in steady state [20]. Once a frequency deviation 
is detected, the model that emulates the inertial response starts to inject power to the grid or absorb 
power from the grid to regulate the frequency of the system. Another method by which the VSM 
controls the frequency is through the damping coefficient and the damping power.  
 
To control the voltage output of VSM, Chen et al presented an updated control scheme for VSM, 
where the inputs are grid currents measured at the PCC and the outputs are the reference voltage 
of the PWM [21]. In [16], the author also evaluated the performance of the VSM scheme in soft 
black-start scenarios, where the results showed that VSM has the capability to support a soft black-
start. But the proposed test system in the paper does not include transformers and induction motors, 
which is unrealistic for a real-world cold start scenario.  
 
In general, the approach to design inverter controllers to make inverters behave as virtual 
synchronous machines is costly. On the other hand, it is an effective way to make the inverters 
Grid Forming. 
 
2.6 Power-Synchronization Control 
 
The power-synchronization control (PSC) is a control method that is being widely used in 
renewable energy systems and microgrids to coordinate and regulate the power flow between 
multiple power sources and IBRs in the power system to achieve synchronization. In power-
synchronization control for VSC, unlike PLL, phase angle and voltage magnitude are directly used 
to control the active power and reactive power. [22] A reference value of active power is fed into 
the power-synchronization controller and the output is the change in phase angle.  
 
The frequency control of PSC is implemented with a power-synchronization control loop, which 
maintains the synchronism between the VSC and the AC system. The input of the control loop is 
the error between the real power and the reference real power. The power error is converted into a 
frequency deviation and then integrated to provide the phase angle. Therefore, the frequency 
regulation of PSC is mainly maintaining the frequency of the VSC output at the frequency of the 
AC system [23]. 
 
However, there are limitations of this control mechanism. Zhang et al [24] presented some 
limitations of the PSC approach, including uncontrolled current at fundamental frequency in AC 
system and the stability limitation of PSC in both alternating-voltage control mode and the 
reactive-power control mode. The performance of this control mechanism is not desired in VSC-
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HVDC connected to strong AC systems due to the relatively higher load angles. The frequency 
regulation capability and black-start capability of this control scheme is not proved in reported 
research.  
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3. Model Development and Simulations

In this project, GFM inverter models were developed using a quadratized modeling approach and 
PSCAD. GFM inverter is a type of inverter that actively controls its frequency and voltage output 
with fast response during transients. It can establish and maintain the voltage and frequency of a 
power system and can work well as a grid connected inverter or as a standalone inverter. In a 
system with a high penetration of RES, GFM inverters can provide synchronization, stability and 
resilience to the power grid.  

In the following section, we will introduce the modeling development of the GFM inverter. 

3.1 Grid-Forming (GFM) Inverter Model  

The design and modeling of the GFM inverter is inspired by [25]-[27]. Figure 3-1 shows the overall 
configuration of the GFM inverter model. The model consists of 3 parts, Voltage Source Converter 
(VSC), VSC Controller and Digital Signal Processor (DSP). The inputs and outputs of the three 
model components are listed in Table 3-1. The model development of the three components is 
shown in sections 3.1.1, 3.1.2 and section 3.1.3. 

Figure 3-1. Block Diagram of the VSC Model 
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Table 3-1. List of Parameters in GFM Inverter Model 

 

Parameter Description 
 

AC voltage phasor in phase A, B, C, N 
 

Voltage at DC terminal AD, KD 
 

AC current phasor in phase A, B, C 
 

Positive sequence voltage phasor 
 

Three-pha se total complex power 
 

DC voltage 
 

Fundamental frequency of AC voltages 
 

Target value of the magnitude of 
 

Target value of DC voltage 
 

Target value of real power at AC side 
 Target value of reactive power at AC 

side 
 

Modulation Index 
 

Delay angle 
 

Fundamental frequency of AC side 
 
 
3.1.1 Compact Voltage Source Converter (VSC) Model  
 
For the VSC model, we present a three-phase two-level pulse width modulation (PWM) converter. 
The circuit diagram of the VSC is shown in Figure 3-2, in which the black boxes in the diagram 
represent power electronic valves. Figure 3-3 shows the detailed circuit diagram of the power 
electronic valves, where each valve consists of parasitic conductance and parasitic capacitance of 
IGBT, IGBT conductance, a snubber circuit, and a current limiter circuit. By adding these parts in 
the valve, the fidelity of the model is improved. The model becomes a realistic representation of 
the inverter.  

, , ,a b c nV

,AD KDV

, ,a b cI

1V

S

dcV

acf

1refV

dcrefV

refP

refQ

m
α

f
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bV

cV

nV
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sC sC
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acr

acr

sL

sL

sL

C

aI

bI

cI

nI

LaI

LbI

LcI

aE

bE

cE

ADE

KDE

fL

fL

dcr

dcr

ADV

KDV

ADI

KDI

LfADI

LfKDI

AI

KI

m α f  
 

Figure 3-2. Circuit Diagram of Full VSC Model 
 

 
 

Figure 3-3. Detailed Circuit Diagram of Power Electronic Valve 
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A mathematical model of the VSC was developed based on the circuit diagram shown in Figures 
3-2 and 3-3. The model is listed below:  
 

AD LfADI I=    (3.1.1) 

KD LfKDI I=    (3.1.2) 

4 2 2 2 2a La s a s b s c n a n nI I j fC V j fC V j fC V j fC V j fC Vπ π π π π= + − − + −         (3.1.3) 
4 2 2 2 2b Lb s b s a s c n b n nI I j fC V j fC V j fC V j fC V j fC Vπ π π π π= + − − + −         (3.1.4) 
4 2 2 2 2c Lc s c s a s b n c n nI I j fC V j fC V j fC V j fC V j fC Vπ π π π π= + − − + −         (3.1.5) 

6 2 2 2n n n n a n b n cI j fC V j fC V j fC V j fC Vπ π π π= − − −      (3.1.6) 
0mI =  (terminal m)   (3.1.7) 
0Iα =  (terminal a)  (3.1.8) 
0fI =  (terminal f)   (3.1.9) 

0 2 La
a a s La s ac La

dI
V E j fL I L r I

dt
π= − − − −


       (3.1.10) 

0 2 Lb
b b s Lb s ac Lb

dI
V E j fL I L r I

dt
π= − − − −


        (3.1.11) 

0 2 Lc
c c s Lc s ac Lc

dI
V E j fL I L r I

dt
π= − − − −


                                                                                   (3.1.12)                

0 LfAD
AD AD f dc LfAD

dI
V E L r I

dt
= − − −     (3.1.13) 

0 LfKD
KD KD f dc LfKD

dI
V E L r I

dt
= − − −    (3.1.14) 

( )0 2
2 2

j La
AD KD s La s a

dIm E E e j fL I L E
dt

α π= − − − −


    (3.1.15) 

( )
2
30 2

2 2

j
Lb

AD KD s Lb s b
dIm E E e j fL I L E
dt

π
α

π
 − 
 = − − − −


    (3.1.16) 

( )
2
30 2

2 2

j
Lc

AD KD s Lc s c
dIm E E e j fL I L E
dt

π
α

π
 + 
 = − − − −


    (3.1.17) 

0 AD KD
A LfAD

dE dEC C I I
dt dt

= − + −    (3.1.18) 

0 AD KD
K LfKD

dE dEC C I I
dt dt

= − + + −    (3.1.19) 

0 Lar Lbr Lcr A kI I I I I= + + + +    (3.1.20) 

( ) * * *

 Power  Power Power

0 Re a La b Lb c Lc AD A KD K

CDC DAC

E I E I E I E I E I= + + + +     


   (3.1.21) 

where the through variables of this models are: 
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TT
AD KD a b c n m fi I I I I I I I I Iα =  

      
And the state variables of this model are: 

T
AD KD a b c n a b c AD KD La Lb Lc LfAD LfKD A Kx V V V V V V m f E E E E E I I I I I I Iα =  

           
Subsequently, the mathematical model is integrated using the quadratic integration method. The 
quadratic integration method is described in [28]. After the quadratic integration, the state and 
control algebraic companion form of the VSC (SCAQCF) is obtained. Details of the SCAQCF 
model of the VSC are shown in appendix B. Once obtained the SCAQCF model, the VSC model 
is developed in C++. Figure 3-4 shows the user interface of the VSC model. A test case of the 
VSC model was also constructed as shown in Figure 3-5. 
 

 
 

Figure 3-4. User Interface of VSC Model  
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Figure 3-5. Test Case of VSC Model  

 

3.1.2 Quadratized Voltage Source Converter (VSC) Model 
 

The compact device model is quadratized to provide the quadratized device model (QDM). For 
the quasi-dynamic domain, the phasor quantities are split into real and imaginary components. Any 
terms that have nonlinearities greater than two, they are converted into quadratic terms by the 
introduction of additional state variables. 
 
Once this task has been completed, the resulting equations are cast into the SCQDM standard 
syntax. Note that in this form, all the interface equations form Group 1; the remaining equations 
(internal equations) are split into linear and nonlinear, the linear form Group 2 and the nonlinear 
form Group 3. Note also that group 3 contains only algebraic equations. 
 

The SCQDM standard syntax: 
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1 1 1 1

2 2 2 2

3 3

Group 1: interface equations
( )( ) ( ) ( )

Group 2: internal linear equations
( )0 ( ) ( )

Group 3: internal non-linear equations

0 ( )

eqx equ eqxd eqc

eqx equ eqxd eqc

eqx equ

d ti t Y t Y t D C
dt

d tY t Y t D C
dt

Y t Y

= + + +

= + + +

= +

xx u

xx u

x



3 3 3( ) ( ) ( ) ( ) ( )T i T i
eqxx equu eqct t F t t F t C

   
   

+ + +   
   
   

u x x u u

 

 

 

Additional model variables 
  Connectivity: TerminalNodeName  
  Normalization Factor: StateNormFactor, ThroughNormFactor, 
ControlNormFactor 
  Note: All the above variables are in the metric system. 
 
Note that equation sets 1 and 2 must be linear. This means that it may be necessary to introduce 
additional variables to meet this requirement. In this case, equation set 1 includes nonlinear 
equations. The following additional state variables are introduced to convert these equations into 
linear. 

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

1

2

3

4

a

b

c

n

Y t f t V t

Y t f t V t

Y t f t V t

Y t f t V t

=

=

=

=

 

 

 

 

  

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

1

2

3

La

Lb

Lc

Z t f t I t

Z t f t I t

Z t f t I t

=

=

=

 

 

 

 

Upon substitution of above, equation set 1 becomes linear. 
Subsequently, all the complex equations in the resulting model are split into real and imaginary.  
Any remaining nonlinear equations are quadratized. For this model the following equation needs 
to be quadratized (3.20), (3.21) and (3.22). Consider equation (3.20): 

( )0 2
2 2

j La
AD KD s La s a

dIm E E e j fL I L E
dt

α π= − − − −


 

 
First, the equation is split into real and imaginary parts. 

( )

( )

0 cos 2
2 2

0 sin 2
2 2

Lar
AD KD s Lai s ar

Lai
AD KD s Lar s ai

dIm E E fL I L E
dt

dIm E E fL I L E
dt

α π

α π

= − + − −

= − − − −
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Subsequently, we introduce eight new variables. 

( )
( )

1

2

cos

sin

AD KD

AD KD

dcs dcs ss
dt dt

dss dss cs
dt dt

x E E cs

x E E ss

αα

αα

= → = −

= → =

= −

= −

  

3

4

dx
dt
dcsx
dt

α
=

=
  

5 1

6 2

1
2 2

1
2 2

x mx

x mx

=

=
 

 
Using the new variables, the quadratized equation becomes 

( )
( )

5

6

1

2

3

4

4 3
2 2

5 1

6 2

0 2

0 2

0

0

0

0

0 .
0 1

10
2 2

10
2 2

Lar
s Lai s ar

Lai
s Lar s ai

AD KD

AD KD

dI
x fL I L E

dt
dI

x fL I L E
dt

x E E cs

x E E ss
dx
dt
dcsx
dt

x ss x
cs ss

x mx

x mx

π

π

α

= + − −

= − − −

= − −

= − −

= −

= −

= +

= + −

= −

= −  

 
Similarly, the equations for phase b and phase c become: 
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5 6

5 6

5 6

5 6

1 30 2
2 2

3 10 2
2 2

1 30 2
2 2
3 10 2

2 2

Lbr
s Lbi s br

Lbi
s Lbr s bi

Lcr
s Lci s cr

Lci
s Lcr s ci

dI
x x fL I L E

dt
dI

x x fL I L E
dt

dI
x x fL I L E

dt
dI

x x fL I L E
dt

π

π

π

π

= − + + − −

= − − − − −

= − − + − −

= − − − −
 

Note that the quadratization has introduced a number of new variables and an equal number of 
additional equations. This way mathematical consistency is maintained. 
 
The quadratized equations are listed as follows: 
Equation Set 1: 

AD LfADI I=    
KD LfKDI I=    

( ) 1 2 3 42 2 2 2 2ar Lar s n i s i s i n iI I C C Y C Y C Y C Yπ π π π= − + + + +   

( ) 1 2 3 42 2 2 2 2ai Lai s n r s r s r n rI I C C Y C Y C Y C Yπ π π π= + + − − −  
( )
( )

2 1 3 4

2 1 3 4

2 2 2 2 2

2 2 2 2 2
br Lbr s n i s i s i n i

bi Lbi s n r s r s r n r

I I C C Y C Y C Y C Y

I I C C Y C Y C Y C Y

π π π π

π π π π

= − + + + +

= + + − − −   
( )
( )

3 1 2 4

3 1 2 4

2 2 2 2 2

2 2 2 2 2
cr Lcr s n i s i s i n i

ci Lci s n r s r s r n r

I I C C Y C Y C Y C Y

I I C C Y C Y C Y C Y

π π π π

π π π π

= − + + + +

= + + − − −  

4 1 2 3

4 1 2 3

6 2 2 2
6 2 2 2

nr n i n i n i n i

ni n r n r n r n r

I C Y C Y C Y C Y
I C Y C Y C Y C Y

π π π π
π π π π

= − + + +
= − − −     

0 (Terminal m)mI =                                       
0 (Terminal )Iα α=                                   
0 (Terminal )fI f=                    

Equation Set 2: 

1

1

0 2

0 2

Lar
ar ar s i s ac Lar

Lai
ai ai s r s ac Lai

dIV E L Z L r I
dt

dIV E L Z L r I
dt

π

π

= − + − −

= − − − −
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2

2

0 2

0 2

Lbr
br br s i s ac Lbr

Lbi
bi bi s r s ac Lbi

dIV E L Z L r I
dt

dIV E L Z L r I
dt

π

π

= − + − −

= − − − −
 

3

3

0 2

0 2

Lcr
cr cr s i s ac Lcr

Lci
ci ci s r s ac Lci

dIV E L Z L r I
dt

dIV E L Z L r I
dt

π

π

= − + − −

= − − − −
 

0 LfAD
AD AD f dc LfAD

dI
V E L r I

dt
= − − −

 

0 LfKD
KD KD f dc LfKD

dI
V E L r I

dt
= − − −

 

5 1

6 1

0 2

0 2

Lar
s i s ar

Lai
s r s ai

dI
x L Z L E

dt
dI

x L Z L E
dt

π

π

= + − −

= − − −
 

5 6 2

5 6 2

5 6 3

5 6 3

1 30 2
2 2

3 10 2
2 2

1 30 2
2 2
3 10 2

2 2

Lbr
s i s br

Lbi
s r s bi

Lcr
s i s cr

Lci
s r s ci

dI
x x L Z L E

dt
dI

x x L Z L E
dt

dI
x x L Z L E

dt
dI

x x L Z L E
dt

π

π

π

π

= − + + − −

= − − − − −

= − − + − −

= − − − −
 

0 AD KD
A LfAD

dE dEC C I I
dt dt

= − + −
 

0 AD KD
K LfKD

dE dEC C I I
dt dt

= − + + −
 

0 Lar Lbr Lcr A kI I I I I= + + + +  

3

4

0

0

dx
dt
dcsx
dt

α
= −

= −
 

 
Equation Set 3: 
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10 r arY fV= −                             

10 i aiY fV= −                        

20 r brY fV= −                        

20 i biY fV= −                          

30 r crY fV= −                          

30 i ciY fV= −        

40 r nrY fV= −                          

40 i niY fV= −   

10 r LarZ fI= −                             

10 i LaiZ fI= −                        

20 r LbrZ fI= −                        

20 i LbiZ fI= −                          

30 r LcrZ fI= −                          

30 i LciZ fI= −                      
( )
( )

1

2

4 3
2 2

5 1

6 2

0

0
0
0 1

10
2 2

10
2 2

AD KD

AD KD

x E E cs

x E E ss
x ss x
cs ss

x mx

x mx

= − −

= − −

= + ⋅

= + −

= −

= −
 

0 ar Lar ai Lai br Lbr bi Lbi cr Lcr ci Lci AD A KD KE I E I E I E I E I E I E I E I= + + + + + + +  
Note, the SCQDM has 53 states, and 53 equations as follows: 13 through equations, 19 internal 
linear equations and 21 internal non-linear equations.  
The through variables are: 

[T
ADi I= , KDI , arI , aiI , brI , biI , crI , ciI , nrI , niI , mI , Iα , fI   

The states are:  

[Tx = ADV , KDV , ,ar aiV V , ,br biV V ， ,cr ciV V , ,nr niV V , m , α , f , 
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, ,ar aiE E , , , ,br bi cr ciE E E E , ,AD KDE E , , , , ,Lar Lai Lbr Lbi Lcr LciI I I I I I , , , ,LfAD LfKD A KI I I I  

3 4, ,x x 1 1 2 2 3 3 4 4 1 1 2 2 3 3, , , , , , , , , , , , , ,r i r i r i r i r i r i r iY Y Y Y Y Y Y Y Z Z Z Z Z Z ]1 2 5 6, , , , ,x x cs ss x x  

 
 

 
3.1.3 Digital Signal Processor (DSP) Model 
 
The inputs and outputs of the DSP model are shown in Figure 3-6. The inputs of the DSP are (1) 
DC voltage, (2) three-phase AC voltage phasors and (3) three-phase AC current phasors.  
 
The DSP model calculates the following outputs: (1) positive sequence voltage phasor, (2) the 
three-phase complex power, (3) the DC voltage magnitude, and (4) the fundamental frequency 
from the AC voltages.  
 

 
 

Figure 3-6. Block Diagram of the DSP Model 

The following mathematical model is developed for the DSP. The model consists of four parts, 
interface equations, positive sequence voltage phasor computation, DC voltage output 
computation, total complex power computation, and frequency computation. 

0Vdcii =            (3.2.1) 
0Vaci =             (3.2.2) 
0Iaci =             (3.2.3) 

1 1 1( ) ( ) ( )V outi t V t V t= −            (3.2.4) 

( ) ( ) ( )Vdco dc DCouti t V t V t= −          (3.2.5) 
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( ) ( ) ( )Sr ri t S t P t= −           (3.2.6) 
( ) ( ) ( )Si ii t S t Q t= −           (3.2.7) 

( ) ( ) ( ) ( ) ( )
3

a b c
f

f t f t f t
i t f t

+ +
= −          (3.2.8) 

120 240

1 3

j j
an bn cnV e V e VV + +

=
   

          (3.2.9) 

( ) ( )
4

1

1 1( )
5 5DCout DCin DCin

k
V t V t V t kh

=

= + −∑                 (3.2.10) 

an a bn b cn cS V I V I V I∗ ∗ ∗= + +                         (3.2.11) 

( ) ( ) ( )f sysi t f t f t= −                    (3.2.12) 
2

2
1 2

( )
( )

( )

V t
x t

V t h
=

−




                    (3.2.13) 

90
21( ) ( ) ( )

( )

djV t x t V t h d e
V t

δ

δ
° + 

 − −
=

 


                  (3.2.14) 

( ) ( ) ( )d t
f t f t h

dt
δ

= − −                   (3.2.15) 

( ) ( ) ( )
1 1( ) ( ) j t hx t V t h x t V t h e δ −− = −                  (3.2.16) 

( ) ( ) ( )j tV t V t e δ=                     (3.2.17) 
where the through variables of this models are: 

1

T
Vdci Vac Iac V Vdco Sr Si fi i i i i i i i i =    

And the state variables of this model are: 
1 1

T
DCin DCout an bn cn a b c sysx V V V V V I I I V S f f x V δ =  

         

 
The DSP model was integrated using the quadratic integration method [6]. After the quadratic 
integration, the state and control algebraic companion form (SCAQCF) of the DSP is obtained. 
The user interface and test case of the DSP model is shown as follows. Where the parameters of 
the DSP model can be set in the user interface.  
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Figure 3-7. User Interface of the DSP Model  

 
 

Figure 3-8. Test Case of the DSP Model  
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3.1.4 VSC Controller Model  
 
To achieve the cold start task and maintain the frequency and voltage during the operation of the 
system, a digital VSC controller is proposed in this project to avoid the pitfalls of standard PLL-
based controllers. A digital model of PWM was constructed to generate firing sequence signals for 
the valves in the converter model to create the desirable AC waveforms. The inputs and outputs of 
the VSC controller are shown in Figure 3-9. The VSC controller takes the outputs from the DSP 
as inputs. It also takes the reference value of the magnitude of positive sequence voltage phasor (

1refV ), reference value of magnitude of DC voltage ( dcrefV ), reference value of real power ( refP ) 
and reactive power ( refQ ). The outputs of the VSC controller are modulation index ( m ), delay 
angle (α ) and frequency ( f ). The outputs are fed into the VSC model as controller parameters.  

 

Figure 3-9. Block Diagram of the VSC Controller Model 

The concept of Proportional Integral (PI) control was implemented in the VSC controller model. 
The controller has two operation modes, Vac-Vdc mode and Q-Vdc mode. The control diagram of 
the Vac-Vdc mode is shown as Figure 3-10, where the DC voltage is controlled by the modulation 
index and the magnitude of positive sequence voltage phasor is controlled by the modulation index.  
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Figure 3-10. Control Diagram of the VSC Controller in Vac-Vdc Mode 

From the control diagram, we can derive the following equations sets of the VSC controller: 

( ) ( ) ( )( ) ( ) ( )( )1 1

t

p dcref dc i dcref dct k V t V t k V V dα τ τ τ
−∞

∆ = − + −∫      (3.3.1) 

1( ( ))c phase V t hα α= − + ∆          (3.3.2) 

( ) ( ) ( )( ) ( ) ( )( )2 1 1 2 1 1

t

p ref i refm t k V t V t k V V dτ τ τ
−∞

∆ = − + −∫      (3.3.3) 

1( ) ( )m t m m t h= ∆ + −           (3.3.4) 

( )
( ) ( )

( )
( )

1 1

1

1

1.0
1.0 1.0
0.0 0.0

c

m t m t
m t m t

m t

<
= ≥
 =

        (3.3.5) 

These equations were written into the following mathematical model: 
( ) ( ) ( )m cI t m t m t= −           (3.3.6) 

( ) ( ) ( )cI t t tα α α= −           (3.3.7) 

( ) ( ) ( )f cI t f t f t= −           (3.3.8) 

( )
1 10 (Terminal V )VI t =           (3.3.9) 

( )
1 10 (Terminal S )SI t =                    (3.3.10) 

( ) 0 (Terminal )
dcV dcI t V=                   (3.3.11) 

( ) 0 (Terminal )
ACf ACI t f=                   (3.3.12) 

( )
1 10 (Terminal )

refV refI t V=                   (3.3.13) 

( ) 0 (Terminal )
dcrefV dcrefI t V=                  (3.3.14) 
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( ) 0 (Terminal )
refP refI t P=                   (3.3.15) 

( ) 0 (Terminal )
refQ refI t Q=                   (3.3.16) 

( ) ( )( ) ( ) ( )( )1 1
( )0 dcref dc

p i dcref dc

d V t V t d tk k V t V t
dt dt

α− ∆
= + − −              (3.3.17) 

( ) ( ) ( )10 ( )c t phase V t h tα α= − − −∆                  (3.3.18) 

( ) ( )( ) ( ) ( )( ) ( )1 1
2 2 1 10 ref

p i ref

d V t V t d m t
k k V t V t

dt dt
− ∆

= + − −               (3.3.19) 

10 ( ) ( ) ( )m t m t h m t= ∆ + − −                   (3.3.20) 

( ) ( ) ( )( ) ( )( )1 1 11.0 1.0cm t m t m t u m t= − − −                 (3.3.21) 
 
where the through variables of this models are: 
( )

1 1 1
( ), ( ), ( ), ( ), ( ), , , , , ,

dc ref dcref ref ref

T
m f V S V fp V V P Qi t I t I t I t I t I t I I I I I Iα

 =  
   

And the state variables of this model are: 
( ) 1 1 1, , , , , , , , , , , ,T

dc c c c dcref refx t m f V V m m m f V Vα α α = ∆ ∆ 
  

 
The control diagram of Q-Vdc control mode is shown in Figure 3-11, where the DC voltage is 
controlled by the modulation index and the reactive power is controlled by the modulation index.  

 
Figure 3-11. Control Diagram of the VSC Controller in Q-Vdc Mode 

From the control diagram, we can derive the following equations sets of the VSC controller: 

( ) ( ) ( )( ) ( ) ( )( )1 1

t

p dcref dc i dcref dct k V t V t k V V dα τ τ τ
−∞

∆ = − + −∫               (3.3.22) 

1( ( ))c phase V t hα α= − + ∆                   (3.3.23) 
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( ) ( ) ( )( ) ( ) ( )( )2 2

t

p ref i refm t K Q t Q t K Q Q dτ τ τ
−∞

∆ = − + −∫               (3.3.24) 

1( ) ( )m t m m t h= ∆ + −                    (3.3.25) 

( )
( ) ( )

( )
( )

1 1

1

1

1.0
1.0 1.0
0.0 0.0

c

m t m t
m t m t

m t

<
= ≥
 =

                 (3.3.26) 

These equations were written into the following mathematical model: 
( ) ( ) ( )m cI t m t m t= −                    (3.3.27) 

( ) ( ) ( )cI t t tα α α= −                    (3.3.28) 

( ) ( ) ( )f cI t f t f t= −                    (3.3.29) 

( )
1 10 (Terminal V )VI t =                    (3.3.30) 

( )
1 10 (Terminal S )SI t =                    (3.3.31) 

( ) 0 (Terminal )
dcV dcI t V=                   (3.3.32) 

( ) 0 (Terminal )
ACf ACI t f=                   (3.3.33) 

( )
1 10 (Terminal )

refV refI t V=                   (3.3.34) 

( ) 0 (Terminal )
dcrefV dcrefI t V=                  (3.3.35) 

( ) 0 (Terminal )
refP refI t P=                   (3.3.36) 

( ) 0 (Terminal )
refQ refI t Q=                   (3.3.37) 

( ) ( )( ) ( ) ( )( )1 1
( )0 dcref dc

p i dcref dc

d V t V t d tk k V t V t
dt dt

α− ∆
= + − −              (3.3.38) 

( ) ( ) ( )10 ( )c t phase V t h tα α= − − −∆                  (3.3.39) 

( ) ( )2 20 ( )ref
p i ref

d Q Q dK K Q Q
dt dt

m t− ∆
= + − −                         (3.3.40) 

10 ( ) ( ) ( )m t m t h m t= ∆ + − −                   (3.3.41) 

( ) ( ) ( )( ) ( )( )1 1 11.0 1.0cm t m t m t u m t= − − −                 (3.3.42) 
 
where the through variables of this models are: 
( )

1 1 1
( ), ( ), ( ), ( ), ( ), , , , , ,

dc ref dcref ref ref

T
m f V S V fp V V P Qi t I t I t I t I t I t I I I I I Iα

 =  
   

And the state variables of this model are: 
( ) 1 1, , , , , , , , , , , , ,T

dc c c c dcref refx t m f V V Q m m m f V Qα α α = ∆ ∆ 
  

The user interface and test case of the VSC controller model are shown in Figure 3-12 and Figure 
3-13. Please note that the test case shows a full GFM inverter model contains all three models. 
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Figure 3-12. User Interface of the VSC Controller Model  

 

 
Figure 3-13. Test Case of the VSC Controller Model  

3.2 Example Results  
 
To demonstrate the effectiveness of the proposed model, compare the computational efficiency 
and check the scalability, the example test system with PVs is modeled as a 7.5MW PV farm with 
15 inverters. Figure 3-14 shows the example system model. The model has 5 PV subsystems, and 
each subsystem contains three inverters. Each inverter has different solar insolation inputs in the 
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case. The simulation results of two selected inverters are compared in Figures 3-15, 3-16 and 3-
17. These results verify that under normal, near steady state conditions, the two software provide 
similar results. 
 

 
Figure 3-14. Baseline System Model 

 

 
 

Figure 3-15. Power Simulation Results of PSCAD Simulation and Quasi-Dynamic Domain Simulation  
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Figure 3-16. Current Simulation Results of PSCAD simulation and Quasi-dynamic Domain Simulation  

 

 
Figure 3-17. Voltage Simulation Results of PSCAD simulation and Quasi-dynamic Domain Simulation  
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4. DSE Enabled Supplementary Predictive Inverter Control 

Grid Forming Inverters must have controls for the smooth riding disturbances that exhibit fast 
frequency and voltage changes. Smooth riding through these disturbances is facilitated by 
information about the system oscillations and future evolution of frequency. Similarly, abrupt 
changes may alter the voltage phase abruptly. Inverter controls should provide smooth transitions 
from one condition to another. To address these problems, a predictive inverter control approach 
is helpful. This section presents this approach. In the implementation of this approach it is 
necessary to rely only on local measurements as it is known that using telemetering may result in 
an unreliable system due to possible communication failures as well as communication delays. 
 
4.1 Overall Design 
 
The supplementary predictive inverter control is achieved by feeding appropriate signals to 
modulate the switching-signal generator of the inverter. The supplementary predictive inverter 
control approach is based on obtaining information about system oscillations, prediction of 
frequency evolution and any abrupt changes in phase angles. This information is translated into 
signals that are fed into the controller, such as frequency modulation, modulation index, and phase 
angle modulation controls as shown in Figure 4-1. This additional control scheme supervises the 
inverter controller and guarantees synchronization and stability of the inverters. 
 

 
 

Figure 4-1. Block Diagram of the Supplementary Predictive Inverter Control  
 

The supplementary control scheme feeds two signals into the inverter controller. One signal is the 
target frequency for the operation of the inverter and the other signal is the target phase angle of 
the inverter. Both signals are computed from information obtained via a dynamic state estimator 
that uses only local measurements. The output of the dynamic state estimation provides the future 
trajectory of frequency and phase angles. Using this information, the controller computes target 
values of frequency and phase angles for the next time step of firing signals for the inverter valves. 



 

30 

Here we discuss the way this information is used to control the inverter operation. Later in this 
chapter we discuss the problem of how this information is obtained from dynamic state estimation 
using local measurements only. 
 
The target frequency signal causes a compression or expansion in time of the switching signal 
generated by the inverter controller while the phase angle signal causes a translation in time of the 
switching sequences generated by the inverter. Both the compression/expansion and translation in 
time are applied smoothly causing a gradual shifting towards the operation of the inverter at the 
target values. 
 
4.2 Frequency-Modulation Control 
 
In the frequency-modulation control, the first task is to predict the rate of phase-angle changes at 
both local and remote side, shown as follows: 
 
 1k kt t h+ = +   (4.2.1) 

 2
1

( )1( ) 2 ( )
2

local k
local k local k

df tt f t h h
dt

δ π+
 ∆ = ⋅ ⋅ + ⋅ ⋅ 
 

  (4.2.2) 

 2
1

( )1( ) 2 ( )
2

remote k
remote k remote k

df tt f t h h
dt

δ π+
 ∆ = ⋅ ⋅ + ⋅ ⋅ 
 

  (4.2.3) 

 
A closed-loop feedforward control was implemented to generate frequency-modulation control 
commands. The frequency-modulation control with respect to the one-step forward-predicted rates 
of phase angle changes of two inverters are shown as follows: 
 

 ( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( )k remote k local k remote k local k remote k local kX t t t t t t t hδ δ δ δ δ δ+ + += ∆ −∆ + ∆ −∆ −∆ + ∆ ⋅  (4.2.4) 

 1 1 1
1( ) ( ) ( )IFM

k k FM k
PFM PFM

KX t X t U t
K K+ + += − +   (4.2.5) 

 1 1( ) ( ) ( )control k local k FM kf t f t U t+ += +   (4.2.6) 
 
4.3 Modulation-Index and Phase-Angle Modulation Control 
 
The modulation-index and Phase-Angle Modulation Control using real and reactive power 
reference and real and reactive power measurements from the digital signal processor (DSP). By 
sending/receiving more reactive power to a power system, we can increase/decrease the voltage of 
a power system as described in equation 4.3.1. Furthermore, we can directly control the voltage of 
a converter-interfaced power system by controlling the modulation index m of the sinusoidal pulse 
width modulation (SPWM) of the switching-signal generator on behalf of the inverter control. 
Therefore, we can control the flow of the reactive power between the inverter and the power system 
by controlling the modulation index. Using the relation between the modulation index and flow of 
reactive power, we develop the proportional and integral (PI) control-based reactive-power control 
as follows: 
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2

cos( )
s remote

local
remote local remote

Q X VV
V θ θ

⋅ +
=

⋅ −
  (4.3.1) 

 ( ) ( )1 1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( )k ref k m k ref k m k ref k m kX t Q t Q t Q t Q t Q t Q t h+ + + += − + − − + ⋅   (4.3.2) 

 1 1 1
1( ) ( ) ( )IQ

k k cntrl k
PQ PQ

K
X t X t m t

K K+ + += − +   (4.3.3) 

 0.0 1.0cntrlm≤ ≤   (4.3.4) 
 
By controlling the phase angle of the SPWM of the switching-signal generator, we can adjust the 
phase-angle difference between an inverter and the power system. Therefore, we can control the 
flow of the real power between an inverter and the power system by controlling the phase angle 

localθ  of the SPWM. Using the relation between the phase angle of the SPWM and flow of the real 
power, we develop the proportional and integral (PI) real-power control. The real power reference 
is determined by the Vdc/P droop control. The phase angle control equations are shown as follows. 
 

 
sin( )local remote local remote

s

V VP
X
θ θ−

=   (4.3.5) 

 ( ) cos(2 ( ) ( ))ref k cntrl k k cntrl kS m t f t t tπ θ= ⋅ ⋅ ⋅ +   (4.3.6) 
 1 _ _( ) ( ( ) )ref k set dc m k dc setP t P k V t V+ = + −   (4.3.7) 
 ( ) ( )1 1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( )k ref k m k ref k m k ref k m kX t P t P t P t P t P t P t h+ + + += − + − − + ⋅   (4.3.8) 

 1 1 1
1( ) ( ) ( )IP

k k cntrl k
PP PP

KX t X t t
K K

θ+ + += − +   (4.3.9) 

 
2 2cntrl
π πθ− ≤ ≤   (4.3.10) 

 
4.4 Switching-Sequence Modulation Control 
 
Switching-sequence modulation control is applied to generate the switching sequence for the three 
upper switches of the inverter by using the three control inputs 1( )cntrl kf t + , 1( )cntrl km t + , 1( )cntrl ktθ +  
from the previous sections. First, the initial operation time for the switching-sequence modulation 
control is calculated with the zero-crossing time. The equations are shown as follows: 

 
1 0

int 0
0

( )
2( )

2 ( )

v

ZX
local

t
t t t

f t

π θ

π

+
= +

⋅
  (4.4.1) 

 intkt t k h= + ⋅   (4.4.2) 
 
The three-phase base switching sequence for a period was calculated based on a base frequency of 
60 Hz and a switching frequency of 1260 Hz are shown as follows in Figure 4-2 to Figure 4-4. 
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Figure 4-2. Base Switching Sequence of Phase A 

 
 

Figure 4-3. Base Switching Sequence of Phase B 

 
 

Figure 4-4. Base Switching Sequence of Phase C 
 
By modulating the above base switching sequences with the supplementary predictive inverter 
control, the proposed switching-signal generator can control real and reactive power flows of the 
system as follows:  
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 { }0 1 2 39 40 41_ , , , , ,a a a a a aSWA UP ct ct ct ct ct ct=    (4.4.1) 

 { }0 1 2 39 40 41_ , , , , ,b b b b b bSWB UP ct ct ct ct ct ct=    (4.4.2) 

 { }0 1 2 39 40 41_ , , , , ,c c c c c cSWC UP ct ct ct ct ct ct=    (4.4.2) 
 
Figure 4-5 to figure 4-7 shows the three-phase modulated switching sequence for a full period.  
 

 
 

Figure 4-5. Modulated Switching-Signal Sequence of the Phase A (SWA_UP) 
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Figure 4-6. Modulated Switching-Signal Sequence of the Phase B (SWB_UP) 
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Figure 4-7. Modulated Switching-Signal Sequence of the Phase C (SWC_UP) 
 
 
4.5 Performance Evaluation of Dynamic State Estimation (DSE) 
 
This section presents a series of simulation that tests the accuracy by which the dynamic state 
estimator can determine frequency and rate of change of frequency of the power grid while it uses 
only local measurements at the inverter location. The simulation results indicate that the accuracy 
of the dynamic stat estimator is excellent. 
 
Figure 4-8 shows the test system used in the simulation, which evaluates the performance of 
estimating the frequency and rate of frequency change locally at the inverter as well as at the 
system with only local measurements. The system consists of a wind turbine system (WTS) that 
operates at 50 Hz. The WTS is connected to two converters and a 690V to 34.5 kV transformer. A 
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transmission line at 34.5 kV is used to connect the local side and remote side in the test system. 
The grid side is assumed to have a generator that oscillates in such a way that the frequency varies 
as follows: 60 ± 0.1 Hz. The source is connected to the power grid via a step-up transformer and 
the 1.5-mile-long line. 
 

 
 

Figure 4-8. Simulation System for Frequency Estimation 
 

One of the objectives of the dynamic state estimator is to provide the best estimate of the frequency 
and the rate of frequency change at the local (inverter location) and remote side (34.5kV/115kV 
transformer). Numerical experiments have been performed with different lengths of lines. 
 
Figure 4-9 shows the results of the frequency and rate of frequency change estimation. At the local 
side (inverter side) of the 1.5-mile transmission line. The first two channels show instantaneous 
values of three-phase measured and DSE estimated voltages. The third and fourth channel shows 
the actual and estimated frequency, and the fourth channel shows the difference between the 
estimated and measured frequency. The maximum absolute error is 18.87 μHz. The fifth channel 
shows the actual and estimated rate of frequency change, and the sixth channel shows the 
difference between the estimated and measured rate of frequency change. The error of the 
estimated rate of frequency change is 0.124 mHz/s. 
 
Figure 4-10 shows the results of the frequency and rate of frequency change, at the remote side of 
the 1.5-mile transmission line. The first two channels show instantaneous values of three phase 
measured and DSE estimated voltages. The third and fourth channel shows the actual and 
estimated frequency, and the fourth channel shows the difference between the estimated and 
measured value. The maximum absolute error is 0.177 mHz. The fifth channel shows the actual 
and estimated rate of frequency change, and the sixth channel shows the difference between the 
estimated and measured rate of frequency change. The error of the estimated rate of frequency 
change is 1.144 mHz/s. 
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Figure 4-9. Simulation Results, 1.5-Mile Line, Local Side 

 
Figure 4-10. Simulation Results, 1.5-Mile Line, Remote Side 

 
Figure 4-11 shows the results of the frequency and rate of frequency change estimation. At the 
local side (inverter side) of the 2.5-mile transmission line. The first two channels show 
instantaneous values of three-phase measured and DSE estimated voltages. The third and fourth 
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channel shows the actual and estimated frequency, and the fourth channel shows the difference 
between the estimated and measured frequency. The maximum absolute error is 20.05 μHz. The 
fifth channel shows the actual and estimated rate of frequency change, and the sixth channel shows 
the difference between the estimated and measured rate of frequency change. The error of the 
estimated rate of frequency change is 0.128 mHz/s. 
 
Figure 4-12 shows the results of the frequency and rate of frequency change, at the remote side of 
the 2.5-mile transmission line. The first two channels show instantaneous values of three phase 
measured and DSE estimated voltages. The third and fourth channel shows the actual and 
estimated frequency, and the fourth channel shows the difference between the estimated and 
measured value. The maximum absolute error is 0.282 mHz. The fifth channel shows the actual 
and estimated rate of frequency change, and the sixth channel shows the difference between the 
estimated and measured rate of frequency change. The error of the estimated rate of frequency 
change is 1.906 mHz/s. 

 
Figure 4-11. Simulation Results, 2.5-Mile Line, Local Side 

27.80 kV

-27.81 kV

Actual_Voltage_PhaseA_Side1 (V)
Actual_Voltage_PhaseB_Side1 (V)
Actual_Voltage_PhaseC_Side1 (V)

27.80 kV

-27.81 kV

DSEOutput_Voltage_PhaseA_Side1 (V)
DSEOutput_Voltage_PhaseB_Side1 (V)
DSEOutput_Voltage_PhaseC_Side1 (V)

60.09 Hz

59.98 Hz

Actual_Freq_Side1 (Hz)
Estimated_Freq_Side1 (Hz)

18.07 uHz

-20.05 uHz

Freq_Error_Side1 (Hz)

0.576 Hz/s

-0.575 Hz/s

Actual_dfdt_Side1 (Hz/s)
Estimated_dfdt_Side1 (Hz/s)

9.340 uHz/s

-0.128 mHz/s

Error_dfdt_Side1 (Hz/s)

0.600 s 1.101 s



 

39 

 
Figure 4-12. Simulation Results, 2.5-Mile Line, Remote Side 

 
Figure 4-13 shows the results of the frequency and rate of frequency change estimation. At the 
local side (inverter side) of the 4.0-mile transmission line. The first two channels show 
instantaneous values of three-phase measured and DSE estimated voltages. The third and fourth 
channel shows the actual and estimated frequency, and the fourth channel shows the difference 
between the estimated and measured frequency. The maximum absolute error is 18.53 μHz. The 
fifth channel shows the actual and estimated rate of frequency change, and the sixth channel shows 
the difference between the estimated and measured rate of frequency change. The error of the 
estimated rate of frequency change is 0.135 mHz/s. 
 
Figure 4-14 shows the results of the frequency and rate of frequency change, at the remote side of 
the 4.0-mile transmission line. The first two channels show instantaneous values of three phase 
measured and DSE estimated voltages. The third and fourth channel shows the actual and 
estimated frequency, and the fourth channel shows the difference between the estimated and 
measured value. The maximum absolute error is 0.451 mHz. The fifth channel shows the actual 
and estimated rate of frequency change, and the sixth channel shows the difference between the 
estimated and measured rate of frequency change. The error of the estimated rate of frequency 
change is 2.896 mHz/s. 
 
All results are summarized in Table 4-1 and Table 4-2. The frequency varies from 59.98~60.09 
Hz, and the rate of frequency change varies from -0.6 ~ 0.6 Hz/s. From the two tables below, the 
maximum absolute error is within 0.001% for frequency and 0.5% for rate of frequency change. 
We can conclude that the proposed method can accurately estimate the local and remote side 
frequency as well as rate of frequency change with local information only. 
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Figure 4-13. Simulation Results, 4.0-Mile Line, Local Side 

 
Figure 4-14. Simulation Results, 4.0-Mile Line, Remote Side 
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Table 4-1. Simulation Results of Local Side 
 

Case Number Line length Frequency Error dFreq/dt error 
1 1.5 miles -1.887×10-5 ~ 1.827×10-5 Hz -1.24×10-4 ~ -2.602×10-6 Hz/s 
2 2.5 miles -2.005×10-5 ~ 1.807×10-5 Hz -1.28×10-4 ~ 9.340×10-6 Hz/s 
3 4 miles -1.853×10-5 ~ 1.803×10-5 Hz -1.35×10-4 ~ 4.507×10-6 Hz/s 

 
Table 4-2. Simulation Results of Remote Side 

 
Case Number Line length Frequency Error dFreq/dt error 

1 1.5 miles -6.513×10-5 ~ 1.77×10-4 Hz -1.144×10-3 ~ 1.049×10-3 Hz/s 
2 2.5 miles -9.464×10-5 ~ 2.82×10-4Hz -1.906×10-3 ~ 1.689×10-3 Hz/s 
3 4 miles -1.29×10-4 ~ 4.51×10-4 Hz -2.896×10-3 ~ 2.751×10-3 Hz/s 

 
 
4.6 Performance Evaluation of Supplementary Predictive Inverter Control Enabled by 
Dynamic State Estimation (DSE) 
 
Numerical experiments were conducted to evaluate the performance of the supplementary 
predictive inverter control. Each numerical experiment investigated two scenarios: scenario 1: the 
proposed supplementary control is disabled; scenario 2: the proposed supplementary control is 
enabled while keeping the system conditions the same (same set of disturbances).  
 
The numerical experiments were performed using the test system of Figure 4-15. The system 
consists of a type 4 wind turbine system connected to a step-up transformer, a 35 kV transmission 
circuit, connecting to a collector substation. The key components of the test system are listed in 
Table 4-3. By enabling supplementary inverter control, the proposed control practically eliminates 
valve mis-operations in the inverter when disturbances occur in the system. We present two 
example cases in the following subsections. 
 

 
Figure 4-15. Test Bed for the Supplementary Predictive Inverter Control 
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Table 4-3. List of Components in Test Bed for the Supplementary Predictive Inverter Control 
 

Index Component 
1 Variable-Speed Wind Turbine (0.690 kV / 2.5 MVA) 
2 Wind Turbine-Side Converter (0.690 kV / 2.5 MVA) 
3 Grid-Side Inverter (0.690 kV / 2.5 MVA) 
4 Wind Turbine-Side Converter Controller 
5 Grid-Side Inverter Controller 
6 Digital Signal Processor (DSP) for Wind Turbine-Side Converter Control 
7 DSPs for Grid-Side Inverter Control 
8 Dynamic State Estimator (DSE) 
9 L-C Filter 

10 Delta-Wye Transformer (0.670 kV / 34.5 kV) 
11 1.5-Mile Transmission Line (34.5 kV) 
12 Wye-Wye Transformer (34.5 kV / 115 kV) 
13 Three-Phase Load (34.5 kV / 5 MVA) 
14 1.5-Mile Transmission Line (115 kV) 
15 Three-Phase Load (115 kV / 20 MVA) 
16 Wye-Delta Transformer (115 kV / 15 kV) 
17 Variable-Frequency Three-Phase Equivalent Voltage Source (15 kV / 80 MVA) 

 
 
4.6.1 Case 1: Performance without Supplementary Predictive Inverter Control 
 
The system of Figure 4-15 was simulated with the following event: 1, the grid-side inverter 
operates under its own controller. The wind power results in rotor speed corresponding to 50 Hz 
and the wind has a 10% variability. The power grid experiences an oscillation. At the remote 
generator, the frequency oscillation is 60 0.1sin(2 )tπ+ ⋅  Hz. The grid-side inverter control is set 
to operate at 2 MW/0.8 KvDC and 0.5 MVar (P-Q mode). Power imbalances in the system are 
absorbed by the conventional generation.  
 
Simulation results are shown in Figure 4-16 over a period of 2 seconds. The first two traces show 
the voltages and currents at the output of the inverter. Traces 3 and 4 show the real and reactive 
power output of the inverter. Note the variability caused by the oscillating conditions of the power 
grid. Traces 5 shows the local and remote frequencies of the phase A voltage. Traces 6 shows the 
local and remote phase angles.  
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Figure 4-16. Simulation Result when Supplementary Predictive Inverter Control Is Disabled 
 
 

4.6.2 Case 2: Performance with Supplementary Predictive Inverter Control 
 
The system of Figure 4-15 was simulated with the following event: 2, the grid-side inverter 
operates with the supplementary control. The wind power results in rotor speed corresponding to 
50 Hz and the wind has a 10% variability. The power grid experiences an oscillation. At the remote 
generator, the frequency oscillation is 60 0.1sin(2 )tπ+ ⋅  Hz. The grid-side inverter control is set 
to operate at 2 MW/0.8 KvDC and 0.5 MVar (P-Q mode). Power imbalances in the system are 
absorbed by the conventional generation.  
 
Simulation results are shown in Figure 4-17 over a period of 2 seconds. The first two traces show 
the voltages and currents at the output of the inverter. Traces 3 and 4 show the real and reactive 
power output of the inverter. Note the variability caused by the oscillating conditions of the power 
grid. Traces 5 shows the local and remote frequencies of the phase A voltage. Traces 6 shows the 
local and remote phase angles. 
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Figure 4-17. Simulation Result when Supplementary Predictive Inverter Control Is Enabled  

28.07 kV

-28.13 kV

WTSAC_VAN (V)
WTSAC_VBN (V)
WTSAC_VCN (V)

74.34 A

-81.00 A

WTSAC_IA (A)
WTSAC_IB (A)
WTSAC_IC (A)

2177.9 kW

212.5 kW

Real Power (kW)

691.4 kVar

276.4 kVar

Reactive Power (kVar)

60.10 Hz

59.90 Hz

Local Frequency (Hz)
Remote Frequency (Hz)

74.69 DEG

11.25 DEG

Local Phase Angle (DEG)
Remote Phase Angle (DEG)

96.00 ms 2.000 s



 

45 

5. Simulation Results of GFM Inverters 

Simulation results with GFM inverters are presented in this section. 
 
5.1 Example Test Systems to assess performance of GFM Inverter 
 
The target system for validating the performance of the model as a grid forming inverter is shown 
in Figure 5-1. The example test system contains two major parts, legacy AC system and 100% 
inverter-based system. Note that the system can be configured to operate in parallel with the grid 
or in isolation as a 100% inverter-based system when the breaker at XFMR-H is open. A battery 
energy storage system (BESS) is connected to the system via a GFM inverter. The isolated 100% 
inverter-based system has heavy motor-based loads and represents an excellent system to quantify 
the performance of the grid forming inverters. 
 

 
Figure 5-1. Example Test System  
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5.2 Performance Evaluation of GFM Inverter  
 
In this section, we will present the simulation results obtained from the example test system in two 
different use cases. The simulation results will be analyzed to evaluate the performance of the 
proposed GFM Inverter control scheme.  
 
The simulation contains two use cases. Use case 1 tests the performance of the GFM inverter 
during the loss of the synchronous generator, where the synchronous generator in the example test 
system disconnects at 2 seconds of the simulation. Therefore, the system operates under a 100% 
inverter-based condition after the loss of synchronous generator. Use case 2 tests the cold start 
capability of the proposed GFM inverter. In use case 2, the system operates purely on GFM 
inverters after 1.5 seconds of the simulation and the induction-motor based load starts at 2.5 
seconds of the simulation. So that the cold start of the induction motor-based load is purely 
supported by the GFM inverter.  
 
The simulation length was 5.0 seconds with a step size of 41.667 microseconds as shown in Figure 
5-2. The simulation results from both use cases are presented in the next section.  
 

 
Figure 5-2. Parameter Settings of Simulation  
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5.3 Simulation Results – Loss of Synchronous Generator 
 
This simulation studies the performance of the GFM inverter during the loss of synchronous 
generators in the example test system. The parameters of the components in the example test 
system are presented in Appendix C. Waveforms and phasors of voltages and currents measured 
at different locations of the test system were collected during the simulation.  
 
Figure 5-3 shows the detailed view of selected waveforms measured from 1.882 seconds to 2.256 
seconds of the simulation with high induction motor load output, where the disconnection of the 
synchronous generator occurred at 2 seconds. In Figure 5-3, 6 selected groups of waveforms are 
presented. The first two groups of waveforms are the three-phase voltage and three-phase current 
waveforms measured at ACBUS in Figure 5-1. The third and fourth group of waveforms display 
the three-phase voltage and three-phase current waveforms measured at the induction motor-based 
load at bus LOAD in Figure 5-1. The fifth and sixth group of waveforms are the three-phase 
voltage and three-phase current waveforms measured at the high-voltage side of transformer 
XFMR-H. 
 

 
Figure 5-3. Selected Waveforms of Use Case 1 with High Induction Motor Output Power 

Similarly, Figure 5-4 shows the detailed view of selected waveforms measured from 1.857 seconds 
to 2.277 seconds of the simulation with low induction motor load output, where the disconnection 
of the synchronous generator occurred at 2 seconds. The same groups of waveforms are presented 
in Figure 5-3 and Figure 5-4.  
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Figure 5-4. Selected Waveforms of Use Case 1 with Low Induction Motor Output Power 

Figure 5-5 and Figure 5-6 present the phasor plot generated from Figure 5-3 and Figure 5-4, 
respectively. Figure 5-5 shows the detailed view of selected phasor plots from 1.733 seconds to 
2.423 seconds of the simulation. Figure 5-18 shows the detailed view of selected phasor plots from 
1.847 seconds to 2.268 seconds of the simulation.  
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Figure 5-5. Phasor Plot of Selected Channels of Use Case 1 with High Induction Motor Output Power 
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Figure 5-6. Phasor Plot of Selected Channels of Use Case 1 with Low Induction Motor Output Power 
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From the figures shown above, the voltage at the load remained stable during the loss of the 
synchronous generator. However, a 10% drop in the magnitude of the current at induction motor-
based load can be observed. This is caused by the limitation of the BESS power setting used in 
this simulation (0.5 MW). The load currents remained in the normal range and the motor operated 
normally after the disconnection of the synchronous generator in both high and low output 
conditions. The phasor plots indicate good stability in voltage and current at the induction motor-
based load during the transition around 2 seconds. No abrupt changes were observed during the 
transition from a hybrid power system to a 100% inverter-based system. 

 
5.4 Simulation Results – Cold Start of Induction Motor-based Load. 

This simulation studies the performance of the GFM inverter during the cold start of induction 
motor-based load in the example test system. The cold start of the load occurred at 2.5 seconds of 
the simulation, when the power system is purely supported by the GFM inverters. Waveforms and 
phasors of voltages and currents measured at different locations of the test system were collected 
during the simulation.  
 
Figure 5-7 shows the detailed view of selected waveforms measured from 2.279 seconds to 2.894 
seconds of the simulation with high induction motor load output. In Figure 5-19, 6 selected groups 
of waveforms are presented. The first two groups of waveforms are the three-phase voltage and 
three-phase current waveforms measured at bus POI in Figure 5-1. The third and fourth group of 
waveforms display the three-phase voltage and three-phase current waveforms measured at the 
bus ACBUS in Figure 5-1. The fifth and sixth group of waveforms are the three-phase voltage and 
three-phase current waveforms measured at the induction motor-based load. 
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Figure 5-7. Selected Waveforms of Use Case 2 with High Induction Motor Output Power 

 

Figure 5-8 shows the detailed view of selected waveforms measured from 2.264 seconds to 2.921 
seconds of the simulation with low induction motor load output, where the cold start of the 
induction motor-based load occurs at 2.5 seconds. The same groups of waveforms are presented 
in Figure 5-7 and Figure 5-8.  
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Figure 5-8. Selected Waveforms of Use Case 2 with Low Induction Motor Output Power 
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Figure 5-9. Phasor Plot of Selected Channels of Use Case 2 with High Induction Motor Output Power 
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Figure 5-10. Phasor Plot of Selected Channels of Use Case 2 with Low Induction Motor Output Power 
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Figure 5-9 and Figure 5-10 present the phasor plot generated from Figure 5-7 and Figure 5-8, 
respectively. Figure 5-9 shows the detailed view of selected phasor plots from 2.283 seconds to 
2.880 seconds of the simulation. Figure 5-10 shows the detailed view of selected phasor plots from 
2.295 seconds to 2.957 seconds of the simulation. 

As shown in the figures above, voltage at the load remained stable at around 273 V during the cold 
start of the induction motor. The RMS value of the current at the load increased from zero to 
around 100 A and 82 A respectively for the high and low induction motor output. From the phasor 
plots, the transients and inrush currents during the cold start of the induction motor-based load 
were contained well with the proposed control strategy. This proves the capability of the GFM 
inverter in providing support to the power system during cold start. 
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6. Comparison of GFM Inverter Performance to PSCAD Models 

 
To validate the results of the quadratized model software in the previous section, an identical test 
system was built in PSCAD. The model development process in PSCAD is introduced in section 
6.1.  
 
6.1 Test System Development in PSCAD 
 
Figure 6-1 shows the test system developed in PSCAD, which is identical to the test system shown 
in Figure 5-13. The system consists of two major parts, (1) the legacy AC system includes a 
synchronous generator, two transformers and a transmission line; and (2) 100% IBR system that 
includes 2 GFM inverters, a BESS and an induction motor-based load. Breakers were placed in 
the test system to disconnect the legacy AC system from the 100% IBR system. Details about the 
parameters in the test system can be found in Appendix D.  
 

 
 

Figure 6-1. Example Test System in PSCAD 
 
Instead of using existing inverter models in PSCAD, self-defined models of GFM inverters were 
used in this model. The VSC model in PSCAD is shown in Figure 6-2. As shown in Figure 6-2, 
the valves in the VSC model consist of IGBTs and diode. The IGBTs have the snubber circuit 
enabled. In the PSCAD model, the current limiter was not added to the valve. Other than the 
difference in valve design, the overall VSC configuration in PSCAD is identical with the model in 
Appendix A. 
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Figure 6-2. Voltage Source Converter (3-level) Model in PSCAD 

 
The VSC controller model in PSCAD is presented in Figure 6-2, where the Q-Vdc control mode 
was implemented with a PI controller, which follows the same control diagram in Figure 4-10. 
 

 
 

Figure 6-3. Control Diagram of the VSC Controller in PSCAD (Q-Vdc Mode) 
 
A PWM model was also constructed in PSCAD to generate the firing sequences for the IGBTs in 
the VSC model. The PWM model is shown in Figure 6-4. A 5000 Hz carrier frequency was used 
in the PWM model.  
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Figure 6-4. PWM Model of VSC in PSCAD 

 
6.2 Performance Evaluation of GFM Inverter in PSCAD 
 
In this section, the simulation results from the test system in PSCAD will be presented. Two use 
cases were tested in the PSCAD test system. The simulation results will be analyzed to evaluate 
the performance of the proposed GFM Inverter control scheme and to verify the results with the 
model of Appendix A. The total simulation time is 5 seconds with a step of 50 microseconds.  
 
Figure 6-5 and Figure 6-6 present the voltage and current waveforms measured at load and low-
side of transformer XFMR-2 in the test system. In use case 1, the synchronous generator 
disconnects at 2.0 seconds of the simulation. The following figures show the detailed view of 
selected waveforms measured from 1.80 seconds to 2.20 seconds of the simulation. 
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Figure 6-5. Voltage Waveforms measured at Load and XFMR 2 in Use Case 1 
 

 
 

Figure 6-6. Current Waveforms measured at Load and XFMR 2 in Use Case 1 
 
As shown in the above figures, the voltage at load remains stable after the loss of synchronous 
generator. However, a 10% increase in current was observed after 2 seconds of the simulation. 
From the current measured at the low side of transformer XFMR-2, we can confirm the 
disconnection of the legacy AC system after 2 seconds. From the PSCAD simulation results for 
use case 1, the proposed GFM inverter control scheme can support the normal operation of 
induction motor-based load in a 100% IBR system.  
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In use case 2, we studied the GFM inverter performance in cold start of the load at 2.5 seconds. 
Figure 6-7 below shows the detailed view of selected voltage waveforms measured from 2.375 
seconds to 2.625 seconds of the simulation. Figure 6-8 shows the detailed view of selected current 
waveforms measured from 2.425 seconds to 2.650 seconds of the simulation. During the cold start, 
a drop in load voltage was observed between 2.500 to 2.525 seconds. After 2.525 seconds, the 
RMS value of the load voltage remained stable at about 212 V. In the load current waveform, we 
can see the load current stabilized from the in-rush current of the cold start after 2.525 seconds. 
The PSCAD simulation result for use case 2 proves the cold start capabilities of the proposed 
control scheme in a 100% IBR system.  
  

 
 

Figure 6-7. Voltage Waveforms measured at Load and XFMR 2 in Use Case 2 
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Figure 6-8. Current Waveforms measured at Load and XFMR 2 in Use Case 2 
 
 

6.3 Comparison of the GFM Inverter Performance  
 

Comparing the simulation results of use case 1 and 2 for the systems in Appendices A and B, we 
can conclude that the proposed GFM inverter control scheme can provide support for the 100% 
IBR system during loss of synchronous generator and cold start of induction motor. The 
differences between the load voltages and currents are caused by the differences in the two 
platforms and slight differences in modeling. (See Appendices A and B)  
 
For comparison, the parameters of the key components in the test system are shown in Tables 6-1 
and 6-2. 
 

Table 6-1. Parameters of Legacy AC Section of Appendices A and B Test Systems 
 

Device Parameter See Appendix A See Appendix B 

Synchronous  
Generator 

Rated Voltage (L-L) 4.16 kV 4.16 kV 

Base Power 3.5 MVA 3.5 MVA 

Pos. Sequence Resistance 0.12821 Ohms 0.12820 Ohms 

Pos. Sequence Reactance 1.2821 Ohms 1.2820 Ohms 
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Zero. Sequence Resistance 0.041286 Ohms 0.17364 Ohms (Fixed) 

Zero. Sequence Reactance 0.41286 Ohms 0.9848 Ohms (Fixed) 

Transformer 1 

Rating  3.5 MVA 3.5 MVA 

Side 1 Voltage 4.16 kV (Delta) 4.16 kV (Delta) 

Side 2 Voltage 13.8 kV (Wye)  13.8 kV (Wye) 

Pos. Seq Leakage Reactance 0.1 pu 0.1 pu 

Copper Loss 0.005 pu 0.005 pu 

Eddy Current Loss   0.005 pu 0.005 pu 

Transmission 
Line 

Length 2.5 mi 4 km 

Pos. Sequence Resistance 0.292 Ohms 0.73E-4 Ohm/m 

Pos. Sequence Inductive 
Reactance 

1.384 Ohms 0.346E-3 Ohm/m 

Pos. Sequence Capacitive 
Reactance 

103102.2 Ohms 412.408E6 Ohm*m  

Zero. Sequence Resistance 1.408 Ohms 3.52E-4 Ohm/m 

Zero. Sequence Inductive 
Reactance 

7.131 Ohms 1.7E-3 Ohm/m 

Zero. Sequence Capacitive 
Reactance 

282197.9 Ohms 1128.788E6 Ohm*m 

Transformer 2 

Rating  2.0 MVA 2.0 MVA 

Side 1 Voltage 13.8 kV (Delta) 13.8 kV (Delta) 

Side 2 Voltage 0.48 kV (Wye)  0.48 kV (Wye) 

Pos. Seq Leakage Reactance 0.1 pu 0.1 pu 

Copper Loss 0.005 pu 0.005 pu 

Eddy Current Loss   0.005 pu 0.005 pu 

 
 Table 6-2. Parameters of 100% IBR Section of Appendices A and B Test Systems 

 
Device Parameter See Appendix A See Appendix B 
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Inverter 1 

Rated Voltage (AC Side) 0.48 kV 0.48 kV 

Rated Voltage (DC Side) 0.6 kV 0.6 kV 

Rated Power 2.0 MVA 2.0 MVA 

DC Link Capacitance 50 uF 50 uF 

Control Parameter Kp_Q 0.5 0.5 

Control Parameter Ki_Q 0.02 0.02 

Control Parameter Kp_Vdc 0.35 0.35 

Control Parameter Ki_Vdc 0.03 0.03 

Inverter 2 

Rated Voltage (AC Side) 0.48 kV 0.48 kV 

Rated Voltage (DC Side) 0.6 kV 0.6 kV  

Rated Power 2.5 MVA 2.5 MVA 

DC Link Capacitance 50 uF 50 uF 

Control Parameter Kp_Q 0.5 0.5 

Control Parameter Ki_Q 0.08 0.08 

Control Parameter Kp_Vdc 0.4 0.4 

Control Parameter Ki_Vdc 0.02 0.02 

Battery 

Nominal Voltage 0.6 kV 0.6 kV 

Rated Capacity 1 kA*hr 1 kA*hr 

Load 

Real Power 0.5 MVA 0.5 MVA 

Reactive Power 0.15 MVAr 0.15 MVAr 

Rated Voltage 0.48 kV 0.48 kV 

 
Figure 6-9 below shows the comparison of the results measured at Load 2 of the test system in use 
case 1. The RMS value of voltages measured at the load are 21% higher in the model of Appendix 
A compared to the voltages measured in the model of Appendix B after the loss of the synchronous 
generator. The RMS value of the currents measured at the load are 35% higher in the model of 
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Appendix B compared to the currents measured in the model of Appendix A after the loss of the 
synchronous generator. No harmonics or distortions were observed in the voltage and current 
waveforms in the model of Appendix B and in the model of Appendix A results for use case 1.  
 

 
 

Figure 6-9. Comparison of Simulation Results at Load2 in Use Case 1 
 
Figure 6-10 shows the comparison of the results measured at Load 2 of the test system in use case 
2. The RMS value of the voltages measured at the load are 25% higher in the model of Appendix 
A compared to the voltages measured in the model of Appendix B after the cold start of the 
induction motor-based load. It is worth noticing that the RMS value of the currents measured at 
the load are significantly (800%) higher in the model of Appendix B compared to the currents 
measured in the model of Appendix A after the cold start of the induction motor-based load. 
Harmonics were also observed in the voltage and current waveforms in the model of Appendix B 
after the cold start of the load. The root cause of the differences between the simulation results of 
models of Appendices A and B still needs investigation.  
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Figure 6-10. Comparison of Simulation Results at Load2 in Use Case 2 
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7. Conclusions and Future Work 

In this project, we proposed a GFM inverter control scheme that enables 100% penetration of IBR 
in power system. Simulations were conducted to prove the effectiveness of the proposed controller 
design. In the model of Appendix A, we developed a GFM inverter model that contains three parts, 
VSC, DSP, and VSC controller. The digital VSC controller uses PI control. An example test 
system was constructed and presented in Appendix A to evaluate the performance of the GFM 
inverter in two use cases, (1) loss of synchronous generator and (2) cold start of induction motor-
based load in a 100% IBR powered system. The simulation results showed that the proposed 
control scheme successfully sustained the transients and maintained the operation of the 100% 
IBR system after the loss of the synchronous generator and provided cold start capability to the 
100% IBR system.  
 
An identical test system was constructed and presented in Appendix B to validate the results from 
the model of Appendix A. The model in Appendix B has been developed for PSCAD so that the 
proposed models can be compared with PSCAD. The simulation results from the model of 
Appendix B matches the results from the model of Appendix A despite minor differences in the 
RMS value of the current and voltage at the load caused by the different parameter settings.  
 
The future plans of this project will be (1) find the root cause of the differences between the 
described simulation results, i.e. between the proposed models and methods and the industry 
established PSCAD; (2) compare the proposed GFM inverter control methods with other control 
schemes from reports from other researchers; (3) build a larger and more complex test system and 
test the validity of the proposed method in complex test systems.  
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Appendix A: Example Test System Parameters – Quadratized Modeling 

This section introduces the parameters settings used in the example test system using the 
quadratized modeling approach.  
The legacy AC system consists of a synchronous generator, a transmission line, 2 transformers 
and 2 breakers. The parameters of the synchronous generator are shown in Figure A-1.  
 

 
 

Figure A-1. Parameters of Synchronous Generator in Test System 
 
The synchronous generator has a rated power of 3.5 MVA at a rated voltage of 4.16 kV (L-L). The 
positive sequence impedance is shown in Figure A-1. The parameters of transformer at the 
generator side are shown in Figure A-2, where the low side (delta) of the transformer is rated at 
4.16 kV and the high side (wye) is rated at 13.8 kV. The transformer is rated at 3.5 MVA with 
winding resistance and leakage reactance of 0.01 and 0.1 p.u. respectively.  
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Figure A-2. Parameters of Transformer 1 
 
The parameters of the transmission line in the test system are shown in Figure A-3. The conductor, 
shield and tower type are shown in the figure. The length of the transmission line is 2.5 miles.  
 



 

72 

 
 

Figure A-3. Parameters of Transmission Line 1 
 
The parameters of transformer 2 at the point of interaction are shown as follows. The high side 
(delta) of the transformer is rated at 13.8 kV and the low side (wye) is rated at 0.48 kV. The 
transformer has a power rating of 2 MVA with winding resistance and leakage reactance of 0.01 
and 0.1 p.u. respectively.  
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Figure A-4. Parameters of Transformer 2 
 
The parameters of the components in the 100% IBR system are shown as follows. Figure A-5 and 
Figure A-6 show the parameters of VSC 1 and VSC 2 in the test system, respectively. The AC side 
of the VSC is rated at 0.48 kV and the DC side of the VSC is rated at 0.6 kV. Other parameters of 
the VSCs are shown in the figures.  
 
The battery energy storage system (BESS) model in the test system is represented by a 
synchronous generator connected to a VSC. The battery has a rated power of 0.5 MW and a rated 
voltage of 0.48 kV. The model impedance was reduced to mimic the impedance of a BESS model. 
The VSC connected to BESS is rated at 0.48 kV on the AC side and 0.6 kV on the DC side. 
Detailed parameters of the BESS and VSC are shown in Figure A-7 and Figure A-8, respectively.  



 

74 

 
 

Figure A-5. Parameters of VSC 1 
 

 
 

Figure A-6. Parameters of VSC 2 
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Figure A-7. Parameters of Approximated BESS Model 
 

 
 

Figure A-8. Parameters of VSC_BESS 
 
The parameters of the VSC controller in the test system are shown as Figure A-9 below. The 
induction motor-based load has a power of 0.5 MW at a rated voltage of 0.48 kV. 



 

76 

 
 

Figure A-9. Parameters of VSC Controller 
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Appendix B: Example Test System Parameters - PSCAD 

This section introduces the parameters settings used in the test system in PSCAD.  
The synchronous generator in the legacy AC system has a rated voltage of 4.16 kV and a base 
power of 3.5 MVA. To be consistent with the synchronous generator model in the model of 
Appendix A, the impedance settings of the synchronous generator model are the same and are 
shown in Figure B-1. 
 

 
 

Figure B-1. Synchronous Generator Model Parameters in PSCAD 
 

The parameters of transformer at the generator side are shown in Figure B-2, where the low side 
(delta) of the transformer is rated at 4.16 kV and the high side (wye) is rated at 13.8 kV. The 
transformer is rated at 3.5 MVA with a positive sequence leakage reactance of 0.1 p.u.  
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Figure B-2. Parameters of Transformer 1 in PSCAD Test System 
 

The positive sequence and zero sequence parameters of the transmission line in the test system are 
shown below in Figure B-3. The length of the transmission line is 4 kms (2.5 miles). 
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Figure B-3. Parameters of Transmission Line in PSCAD Test System 
 

The parameters of transformer 2 at the point of interaction are shown as follows. The high side 
(delta) of the transformer is rated at 13.8 kV and the low side (wye) is rated at 0.48 kV. The 
transformer has a power rating of 2 MVA with a positive sequence leakage reactance of 0.1 p.u. 
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Figure B-4. Parameters of Transformer 2 in PSCAD Test System 
 
The parameters of the components in the 100% IBR system are shown as follows: VSC 1 and VSC 
2 are rated at 2.0 MW and 2.5 MW, respectively. The AC side of the VSC 1 and VSC 2 are rated 
at 0.48 kV and the DC side of the VSC is rated at 0.6 kV. The DC capacitor in the VSC has a 
capacitance of 50 µF. The parameters of the VSC controller are shown in Figure B-5 below. 
 

 
 

Figure B-5. Parameters of VSC Controller in PSCAD Test System 
 
The battery model used in PSCAD has a rated voltage of 0.6 kV and a rated capacity of 1.0 kA*hr. 
The parameters of the battery model are shown in Figure B-6. The induction motor-based load has 
a power of 0.5 MW at a rated voltage of 0.48 kV. 
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Figure B-6. Parameters of Battery Model in PSCAD Test System 
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1. Fault Ride Through and Post-Fault Recovery of Inverter Based Resources

1.1 Background 

In modern power grids, the integration and deployment of inverter base resources (IBRs) increase. 

Ensuring the fault ride-through (FRT) capability of grid-connected IBRs is of special importance. 

Upon occurrence of faults, IBRs should remain connected to the grid and support the grid by 

injecting reactive currents. Moreover, once the fault is cleared, IBRs should seamlessly transition 

into the post-fault condition. One of the main challenges in realizing this feature for IBRs is 

addressing the saturation of controllers of IBRs.  

This project specifically focuses on analyzing the performance of controllers of IBRs in facing 

saturations. Different methods that are used for coping with the saturation of controllers are 

studied. Different anti-windup (AW) methods are implemented, and their performances are 

analyzed.  A controller called Proxy Based Sliding Mode Controller (PBSMC) is implemented. 

PBSMC combines conventional PID controllers with nonlinear controller SMC to take advantage 

of both methods. It provides a systematic approach for addressing the saturation of PI controllers 

in facing large disturbances such as faults.  

In the following sections the response of PV power plants in facing balanced and unbalanced faults 

are studied. The simulation results demonstrate utilizing appropriate methods for addressing the 

saturation of the controllers play an important role in enhancing PV power plants fault ride-through 

(FRT) capability and smoother transition into post-fault condition.  

1.2 Fault Response of Inverter Based Resources 

The fault response of conventional synchronous generators has been studied extensively in the 

literature and well-established models are developed as shown in Figure 1.1 (a) [1][2]. As Figure 

1.1 (a) shows conventional synchronous generators are modeled in positive sequence 

networks by a voltage source behind the positive sequence impedance. In the negative 

and zero sequence networks, positive and negative sequence impedances are used to model 

synchronous generators fault response.  In contrast to conventional synchronous generators, the 

fault response of inverter-based resources varies depending on the utilized technologies. Figure 

1.1 (b). shows a generic model of IBRs with the current limiting feature. Before the fault 

occurrence, IBRs, according to their controllers, may inject a certain amount of active and 

reactive powers into the grid. During the fault, the controller reduces the output current such 

that the peak current value does not exceed the maximum tolerable overcurrent value.  

Different grid codes define different requirements for IBRs fault responses. In [3][4] review of 

different grid codes is provided. Figure 1.2 [3] shows a typical grid code. As shown in Figure 1.2 

(a) depending on the severity of the fault (i.e. percentage of voltage sag at the terminal of the 
inverter) different grid codes require inverters to remain connected to the grid with different 
durations. Moreover, inverters should inject reactive current into the grid. Figure 1.2 (b) indicates 
for every percent of the voltage drop, inverters should at least inject two percents of reactive 
currents if the voltage drop is between 50% to 90% of the nominal value of the terminal voltage.



2 

For voltage drops more than 50% of the nominal value of the terminal voltage, all nominal capacity 

of the inverter should be used to provide reactive current.  

Faults in power grids could be balanced or unbalanced. In the following sections responses of 

inverters to balanced and unbalanced faults are discussed. 

Positive sequence Negative sequence Zero sequence 

(a) 

(b) 

Figure 1.1  (a) Model of conventional synchronous generators in sequence domain [1] (b) 

Generic equivalent model of IBRs [2] 

(a) (b) 

Figure 1.2  Grid codes requirements for fault ride through capability [3] 
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1.3 Fault Response of Inverters in Facing Balanced Faults 

Figure 1.3 shows the implemented PV power plant. In this section it is assumed the fault is a 

symmetrical fault. The implemented controller has two control channels in d and q frames. It also 

has an inner current controller which controls the output current of the inverter. The outer 

controller provides the reference values to the inner current controller. Typically, in non-faulty 

condition, Iref-q =0 to allocate all capacity of the inverter to active power generated by the PV 

arrays. Iref-d is determined based on the voltage controller of the DC capacitor. At the DC side, 

by writing the KVL at the DC/DC converter the following holds [5]: 

𝐿
𝑑𝑖𝑏
𝑑𝑡

= 𝑉𝑖𝑛 − (1 − 𝑈)𝑉𝑑𝑐) 

 

(1.1) 

Where U is the modulation control signal determined by the MPPT algorithm. L is the inductance 

in the dc link, 𝑖𝑏  is the current flowing through the inductance, 𝑉𝑖𝑛  is the voltage of the PV 

modules, 𝑉𝑑𝑐 is the voltage of the DC link capacitor. 

The voltage dynamic at the capacitor is as follows: 

𝐶
𝑑𝑉𝑑𝑐

𝑑𝑡
= (1 − 𝑈)𝐼𝑏 − 𝐼𝑑𝑐 

 

(1.2) 

Where C is capacitor in the dc link. 

Also, by ignoring the power loss at the inverter 

𝑃𝑎𝑐 = 𝑃𝑑𝑐 

 

(1.3) 

Where  

𝑃𝑎𝑐 =
3

2
(𝑣𝑖𝑑𝑖𝑑 + 𝑣𝑖𝑞𝑖𝑞) 

 

(1.4) 

𝑃𝑑𝑐 = 𝑉𝑑𝑐𝐼𝑑𝑐 

 

(1.5) 

From (1.3) and (1.4), and (1.5): 

𝐼𝑑𝑐 =
3

2𝑉𝑑𝑐
(𝑚𝑑

𝑉𝑑𝑐

2
𝑖𝑑 + 𝑚𝑞

𝑉𝑑𝑐

2
𝑖𝑞) 

 

(1.6) 

By substituting (1.6) into (1.2), the following is derived: 

𝐶
𝑑𝑉𝑑𝑐

𝑑𝑡
= (1 − 𝑈)𝐼𝑏 −

3

4
(𝑚𝑑𝑖𝑑 + 𝑚𝑞𝑖𝑞) 

 

(1.7) 

Where 𝑃𝑎𝑐 and  𝑃𝑑𝑐 are power on the different side of inverters, 𝑃𝑎𝑐 is the power of inverter on 
the ac side of the system and  𝑃𝑑𝑐 is the power of inverter on the dc side of the system, 𝑉𝑑𝑐is 
the voltage of the capacitor in the dc link and 𝑖𝑑𝑐is the current flowing into the inverter from 
dc link. Also, 𝑚𝑑, 𝑚𝑞are modulating control signals for d and q channels. 



 

4 

 

According to (1.7), if the generated power by the PV arrays increases, the output current should 

be increased to ensure a fixed voltage value for the DC capacitor. Similarly, if the generated power 

by the PV arrays reduces, the output current should reduce too. This observation is used for 

generating Iref-d as shown in Figure 1.3 which utilizes a PI controller for this purpose. 

 

 

Figure 1.3  Schematic of PV power plant for symmetrical faults scenarios 

1.3.1 Modeling of Constraints of Controllers 

An important aspect of the controllers is controllers saturation when the control output is limited 

by the inverter limits. The following constraint holds for the inverter output current: 

√𝐼𝑑
2 + 𝐼𝑞

2 ≤ 𝐼𝑚𝑎𝑥 

 

 

(1.8) 

Where 𝐼𝑑 and 𝐼𝑞 are the current of the converter in d and q frame and 𝐼𝑚𝑎𝑥 is the maximum current 

can flow in the inverter. Typically, 𝐼𝑚𝑎𝑥 = 1.2𝐼𝑛𝑜𝑚𝑖𝑛𝑎𝑙 which 𝐼𝑛𝑜𝑚𝑖𝑛𝑎𝑙 is the nominal current of 

the inverter. Also, the following holds for 𝑉𝑑𝑖 and 𝑉𝑞𝑖 in Figure 1.3: 

√𝑉𝑑𝑖
2 + 𝑉𝑞𝑖

2 ≤ 𝑉𝑚𝑎𝑥 

Where 𝑉𝑑 and 𝑉𝑞 are the voltages of the inverter in d and q frames and 𝑉𝑚𝑎𝑥 is the maximum 

voltage of the inverter. 

 

(1.9) 
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As Figure 1.4 (a)[6] shows, equation (1.9) represents an area indie a circle with the radius of 

𝑉𝑚𝑎𝑥. There are different methods for enforcing the limits. In [6] detailed discussions of the 

methods are provided.  One common approach is rectangular approximation or boxed 

constraints. 

 

Figure 1.4  Different approaches for enforcing inverter constraints[6] 

Figure 1.4 (b)[6] shows the structure of this approximation. It is assumed 

𝑉𝑞𝑖
𝑚𝑎𝑥 = 𝑘𝑉𝑚𝑎𝑥 

(1.10) 

Where k is a factor 0 ≤ 𝑘 ≤ 1. According to (1.9) and (1.10), the following holds: 

𝑉𝑑𝑖
𝑚𝑎𝑥 = √1 − 𝑘2𝑉𝑚𝑎𝑥 

(1.11) 

Therefore, instead of (1.9) the following constraints are used: 

−𝑉𝑞𝑖
𝑚𝑎𝑥 ≤ 𝑉𝑞𝑖 ≤ 𝑉𝑞𝑖

𝑚𝑎𝑥 

−𝑉𝑑𝑖
𝑚𝑎𝑥 ≤ 𝑉𝑑𝑖 ≤ 𝑉𝑑𝑖

𝑚𝑎𝑥 

 

(1.12) 

The advantage of boxed constraints approximation is that the limits are fixed constant values. 

Therefore, the controller design and implementation are easier. However, it does not fully utilize 

the available capacity of the inverter as shown in Figure 1.4 (b)[6].  

 

Another approach is Maintaining the Same Ratio approach. In this approach at first the control 

constraints are ignored, and control values of d and q channels are calculated as 𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 and 

𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡. No further action is needed, if the following holds, 

√𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡
2 + 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

2 ≤ 𝑉𝑚𝑎𝑥 

 

 

(1.13) 

However, if (1.13) does not hold, modified values of d and q channels should be calculated as 

𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 and 𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑. In Maintaining Same Ratio approach, the following should hold: 

   

𝑉𝑚𝑎𝑥 

d 

d 

  
√1 − 𝑘2𝑉𝑚𝑎𝑥 

d 

d (Vdi−no limit , Vdi−no limit) 

d 

d 

(Vdi−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 , Vdi−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑) 

(a) (b) (c) 

𝑘𝑉𝑚𝑎𝑥 
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𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡
=

𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑

𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑
 

 

 

(1.14) 

Equation (1.14) can be interpreted as Figure 1.4-(c)[6]. 𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑  and 𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑  should 

satisfy the relationship in (1.14) and also the following relationship: 

√𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑
2 + 𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑

2 = 𝑉𝑚𝑎𝑥 

 

 

(1.15) 

One solution is as follows: 

𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 =
𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

√𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡
2 + 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

2

𝑉𝑚𝑎𝑥 

 

 

(1.16) 

𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 =
𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

√𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡
2 + 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

2

𝑉𝑚𝑎𝑥 

 

 

(1.17) 

The advantage of the above approach is that the full capacity of the inverter is utilized. However, 

it requires changing the constraints in real-time which complicates the control design and 

implementation. 

 

Another approach which is commonly used in IBRs, and is also implemented in this project, is 

assigning priority to one of the control channels. In this approach like the previous method, first 

the limits on the control channels are ignored and 𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡  and 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡  are calculated. 

Assuming q channel is the control channel with a higher priority, the following procedure is 

followed: 

 

If   𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 ≥ 𝑉𝑚𝑎𝑥,   then  

       𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝑉𝑚𝑎𝑥 and 𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 0  

If   𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 < 𝑉𝑚𝑎𝑥, then  

         𝑉𝑞𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡  
 

        If   𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 < √𝑉𝑚𝑎𝑥
2 − 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

2,   then (1.18) 

              𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡  

        If   𝑉𝑑𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 ≥ √𝑉𝑚𝑎𝑥
2 − 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

2,   then  

                𝑉𝑑𝑖−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = √𝑉𝑚𝑎𝑥
2 − 𝑉𝑞𝑖−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡

2     

 

Following similar approach, the grid code requirement in Figure 1.2 (b), and considering q channel 

has the higher priority, the following can be written: 
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𝐼𝑞−𝑐ℎ𝑒𝑐𝑘 = 2(1 − 𝑉𝑑)𝐼𝑁 

        

 

 

 

 

 

 

(1.19) 

If   𝑉𝑑 > 0.9,   then 

        𝐼𝑞−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝐼𝑞0 and  𝐼𝑑−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝐼𝑑0 

If   𝑉𝑑 ≤ 0.9,   then 

       If   𝐼𝑞−𝑐ℎ𝑒𝑐𝑘 ≥ 𝐼𝑚𝑎𝑥,   then 

              𝐼𝑞−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝐼𝑚𝑎𝑥,     𝐼𝑑−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 0 

       If   𝐼𝑞−𝑐ℎ𝑒𝑐𝑘 < 𝐼𝑚𝑎𝑥,   then 

            𝐼𝑞−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝐼𝑞−𝑐ℎ𝑒𝑐𝑘   

            If 𝐼𝑑−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 ≥ √𝐼𝑚𝑎𝑥
2 − 𝐼𝑞−𝑐ℎ𝑒𝑐𝑘

2  

                   𝐼𝑑−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = √𝐼𝑚𝑎𝑥
2 − 𝐼𝑞−𝑐ℎ𝑒𝑐𝑘

2  

            If 𝐼𝑑−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 <√𝐼𝑚𝑎𝑥
2 − 𝐼𝑞−𝑐ℎ𝑒𝑐𝑘

2  

                  𝐼𝑑−𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝐼𝑑−𝑛𝑜 𝑙𝑖𝑚𝑖𝑡 

 

The common approach in facing constraints in the controllers channels is utilizing anti-windup 

(AW) strategies. When a PI controller faces limits, the integral part accumulates errors terms. If 

no approaches are used to address the problem, the time the controller remains in the saturation 

mode increases  which degrades the response and even may lead to instability of the controller. 

 

There are several AW approaches that are used in power systems such as PI conditional, Dead 

zone, tracking method, and track gain method which will be discussed in the later sections. These 

methods help to reduce the saturation effects on integral part of the controller. Saturation happens 

when the integral action accumulates error.  

 

The proper tuning of AW methods is a challenging problem. Tuning AW parameters is a heuristic 

procedure. Therefore, methods that can address the saturation of PIs while can be tuned 

systematically is of special interest. Specifically in this project, a method called proxy-based 

sliding mode control (PBSMC) method is used which is developed in [7][8]. PBSMC interfaces  

nonlinear sliding mode control and PID control by using a virtual objective (proxy) so that the 

resulting control law has the advantages of each approach while addressing the saturation problem 

of PI controllers.  

1.3.2 Methods for Handling Controllers Saturations 

In the following section a brief review of the AW methods that have been implemented in power 

systems and presented in [9] are reviewed. The methods are implemented on a simulated PV power 

plant in Matlab Simulink which will be discussed in later sections.  

 

Anti-windup PI with dead zone method 

Figure 1.5 [9] shows the schematic of this method. The integral value is compared with the dead 

zone limit. If this value is larger than the limit, the value will be reduced, otherwise, no changes 

are made to the value. 
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Figure 1.5  Anti-Windup PI with dead zone method  

 

Anti-windup PI conditioned method 

Figure 1.6 [9] shows the schematic of this method. In this scheme, if the values between the input 

and output of the saturation block are different, the integral value is held in the latest value to 

decrease the saturation effects by not letting the integral part accumulate the error. In this method, 

a switch is used to ensure that if any difference between the input and output of saturation block 

appears, the input of the integral part is set to zero. This method is used in IEEE Std. 421.5-2016. 

Although it has a simple structure and commonly used, there are applications that it does not 

operate properly, and alternative solutions have been proposed to address the shortcomings [10] 

 

 

Figure 1.6  Anti Widup PI conditioned method 

 

Anti-windup PI tracking method 

Figure 1.7 [9] shows the schematic of this method. In this scheme, the difference between the input 

and output of the saturation block is used to reduce the effect of error accumulation in the integral 

part. In this method, typically overshoot in the response appears, but the time the system remains 

in the saturation decreases.  
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Figure 1.7  Anti-Windup PI tracking method 

 

Anti-windup PI tracking with gain method 

Figure 1.8 [9] shows the schematic of this method. This method is similar to the previous method 

but uses another gain in the feedback loop to improve the results. The gain G is between 1 and 

zero. 

 

 

Figure 1.8  Anti-Windup PI tracking with gain method 

 

Proxy-based sliding mode control (PBSMC)  

 

In [7][8] a controller called PBSMC is proposed that combines PID controllers and SMC. PBSMC 

provides accurate and fast-tracking feature during normal condition while provides smooth 

resuming to the desired trajectory in facing large disturbances. Therefore, there is no need to make 

the PID controller unnecessarily slower. Moreover, compared to conventional AW methods that 

are heuristic approaches, PBSMC provides a more systematic approach for managing the post-

saturation condition.  Figure 1.9 shows the overall idea of the PBSMC. The PID controller 

interfaced to the SMC though a virtual object (proxy). The overall PID controller can be written 

as follows: 
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Figure 1.9  Schematic of PBSMC  

𝑓𝑃𝐼𝐷 = 𝑘𝑝. (𝑥𝑝 − 𝑥) + 𝑘𝑖 . ∫ (𝑥𝑝 − 𝑥)
𝑡

0

𝑑𝑇 + 𝑘𝑑 .
𝑑

𝑑𝑡
(𝑥𝑝 − 𝑥) 

 

 

(1.20) 

where, x and 𝑥𝑝 denote the position of controlled object and position of the proxy, respectively. 

𝑘𝑝, 𝑘𝑖 and 𝑘𝑑 are proportional, integral and derivative gains of PID controller, respectively. The 

objective of the SMC is to bring the position of the proxy to the desired position according to the 

sliding surface as follows: 

𝑆𝑃𝐵𝑆𝑀𝐶 = 𝐾
𝑑

𝑑𝑡
(𝑥𝑑 − 𝑥𝑝) + (𝑥𝑑 − 𝑥𝑝) 

 

 

(1.21) 

Where 𝑥𝑑 is the desired position of the controlled object Therefore, the control law of the SMC 

becomes as follows: 

𝑓𝑆𝑀𝐶 = 𝐹. 𝑠𝑔𝑛( 𝑆𝑃𝐵𝑆𝑀𝐶) = 𝐹. 𝑠𝑔𝑛(𝐾
𝑑

𝑑𝑡
(𝑥𝑑 − 𝑥𝑝) + (𝑥𝑑 − 𝑥𝑝)) 

Where 𝑆𝑃𝐵𝑆𝑀𝐶 is sliding surface of PBSMC 

 

 

(1.22) 

In Figure 1.9 , the motion equation for the proxy (i.e. virtual object) is as follows: 

𝑚.
𝑑2𝑥𝑝

𝑑𝑡
= 𝑓𝑠𝑚𝑐 − 𝑓𝑃𝐼𝐷 

 

 

(1.23) 

where, m is the mass of the proxy and is assumed to be zero. Therefore, the following holds: 

𝑓𝑠𝑚𝑐 = 𝑓𝑃𝐼𝐷 

 

 

(1.24) 

In [11], the above equations are utilized and after using a series of mathematical relations, the 

PBSMC is developed as shown in Figure 1.10 [11]. The 𝜆 is a gain that can determine the speed 

of the response of the system. 

. 
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Figure 1.10  Proxy-based sliding mode control structure 

1.3.3 Performance of Controllers in Different Hypothetical Plant Models 

In this section to investigate the performance of different AW methods, several hypothetical plant 

models are considered. Then, the methods are applied to a PV power plant. 

CASE 1: A plant model of 
10

𝑠2+10s+5
  is considered and the PI parameters are Kp=10, Ki=4 and the 

plant input limit value is 14, and the reference is a step function from zero to five. The results are 

shown in Figure 1.11 and Figure 1.12. As can be seen in the simulated results, PBSMC has either 

similar or better response compared to other methods.  

 

Figure 1.11  Comparison of different controllers in CASE 1 
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Figure 1.12  Comparison of different controllers in CASE 1, zoomed values 

One advantage of the PBSMC is it has a systematic approach for the analysis of the impact of the 

controller parameters (i.e. 𝜆) which makes the use of controller systematic.  

CASE 2: The second considered plan model is 
180

𝑠2+14𝑠+41
. The controller parameters are Kp=30, 

Ki=20, Kd=0.6 and the input limit is 23 and the refrence is a step from 0 to 100 at t=10 second. 

The results are shown in Figure 1.13 and Figure 1.14. Similar to the previous case PBSMC 

controller has similar or better performance compared to other methods.  

 

Figure 1.13  Comparison of different controllers in CASE 2 
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Figure 1.14  Comparison of different controllers in CASE 2, zoomed values 

1.3.4 Performance of Controllers in PV Power Plant: Balanced Fault Cases 

The power plan shown in Figure 1.3 is simulated in Matlab/Simulink and different AW methods 

are applied to the controller. According to the case study results, the limit on the PI controller of 

DC capacitor is influential. This is because during the fault, the controllers of the inverter follows 

the fault ride through requirements which requires injecting reactive current. This limits the 

available capacity for injecting Id which directly affects the voltage of the DC capacitor. To 

investigate the performance of different approaches, different fault scenarios are studies.  

CASE 1: A three-phase fault occurs between 1.5 and 1.6667 seconds with a fault resistance of 

0.001 ohms and a ground resistance of 0.01 ohms. This fault causes saturation in the Id channel 

because the Iq should be injected into the system. Figure 1.15 to Figure 1.17 show the results in 

this case. Note in the figures “PI” means no AW method is used which is not a realistic condition. 

It is only reported to show the impact of the saturation on the results.  
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Figure 1.15  Vd for the balanced fault CASE 1 

 

Figure 1.16  Pout for the balanced fault CASE 1 
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Figure 1.17  Pout zoomed on the saturation time for the balanced fault CASE 1 

 

CASE 2: Compared to the previous case, the fault resistance is changed to 20 ohms. Figure 1.18 

to Figure 1.20 show the results. In this case the voltage level does not drop like the previous case, 

and the controllers get out of saturation sooner than the previous case.  

 

 

Figure 1.18 Vd for the balanced fault CASE 2 
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Figure 1.19  Pout for the balanced fault CASE 2 

 

Figure 1.20 Pout zoomed on the saturation time for the balanced fault CASE 2 

CASE 3: In this case, the fault starts at 1.8 seconds and lasts until 2.12 seconds, twice 

the duration of the previous scenario. Furthermore, the ground resistance is 0.01 

ohms, and the fault resistance is 20 ohms. The simulation results are presented in 

Figure 1.21 to Figure 1.23. 
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Figure 1.21 Vd for the balanced fault CASE 3 

 

Figure 1.22  Pout for the balanced fault CASE 3 
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Figure 1.23  Pout zoomed on the saturation time for the balanced fault CASE 3 

As the results show AW methods significantly improve the transitioning of the PV power plant to 

the post fault condition. Moreover, according to the simulation results, PBSMC method has either 

same or better performance compared to the AW methods. However, tuning the AW methods 

involves heuristic approaches. In contrast, tuning PBSMC is more systematic. 

1.4 Fault Response of Inverters in Facing Unbalanced Faults 

When an unbalanced fault occurs, the voltage and current signals become unbalanced. Therefore, 

the conventional synchronous reference frame phase-locked loop (SRF-PLL) becomes ineffective 

due to presence of double frequency oscillations. To explain this issue, Figure 1.24 and Figure 

1.25 are used. In Figure 1.24 a three-phase balanced positive sequence voltage signals are applied 

to the SRF-PLL PLL. In Figure 1.25 a three-phase balanced negative sequence voltage signals are 

applied to the SRF-PLL PLL. As shown in Figure 1.24 and Figure 1.25 the vector derived by the 

Clarke transformation in Figure 1.24 rotates in the opposite direction of that of Figure 1.25. In the 

case of unbalanced fault, such as phase to phase or phase to ground faults, both positive and 

negative sequence components appear at the same time in the signals. Note that due to the 

configuration of the interfacing transformer, the zero-sequence component is not observed by the 

inverter controller.  
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Figure 1.24 Three phase positive-sequence signal transformation to the dq frame 

 

 

Figure 1.25  Three phase positive-sequence signal transformation to the dq frame 

Therefore, the terminal voltage can be written as follows: 

[

𝑣𝑎(𝑡)
𝑣𝑏(𝑡)
𝑣𝑐(𝑡)

] = [

𝑣𝑎
+(𝑡)

𝑣𝑏
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+(𝑡)

] + [
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−(𝑡)
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−(𝑡)
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−(𝑡)

] =

[
 
 
 
 

𝑉𝑚𝑎𝑥𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑎
+)

𝑉𝑚𝑎𝑥𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑎
+ −

2𝜋

3
)

𝑉𝑚𝑎𝑥𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑎
+ +

2𝜋

3
)]
 
 
 
 

+

[
 
 
 
 

𝑉𝑚𝑎𝑥𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑎
−)

𝑉𝑚𝑎𝑥𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑎
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3
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𝑉𝑚𝑎𝑥𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑎
− −
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3
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(1.25) 

If the Park transformation with 𝜃 = 𝜃∗is applied, the following is derived 

[
𝑣𝑑+

𝑣𝑞+
] = [

𝑣𝑑+
∗

𝑣𝑞+
∗ ] + [

cos (2𝜃∗) sin (2𝜃∗)
−sin (2𝜃∗) cos (2𝜃∗)

] [
�̅�𝑑−

�̅�𝑞−
] 

 

 

(1.26) 

If the Park transformation with 𝜃 = −𝜃∗is applied, the following is derived 
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[
𝑣𝑑−

𝑣𝑞−
] = [

𝑣𝑑−
∗

𝑣𝑞−
∗ ] + [

cos (−2𝜃∗) sin (−2𝜃∗)
−sin (−2𝜃∗) cos (−2𝜃∗)

] [
�̅�𝑑+

�̅�𝑞+
] 

 

 

(1.27) 

Where 𝑣𝑑+
∗ , 𝑣𝑑−

∗ , 𝑣𝑞+,
∗ 𝑣𝑞−

∗  are value of positive and negative sequence voltage at the inverter 

terminal in dq reference frame. 

One way to extract [
𝑣𝑑−

∗

𝑣𝑞−
∗ ] in (1.27) or [

𝑣𝑑+
∗

𝑣𝑞+
∗ ] in (1.26), is using a low pass filter to eliminate the 

second harmonic components. However, it makes the PLL extremely slow which deteriorates its 

performance in tracking fast changing disturbances. To address this issue, decoupled double 

synchronous reference frame-PLL (DDSRF PLL) [12] is implemented. Figure 1.25 shows the 

overall structure of the DDSRF PLL. In DDSRF PLL the decupling is performed as follows: 

According to (1.26) and (1.27)  

[
𝑣𝑑+

∗

𝑣𝑞+
∗ ] = [

𝑣𝑑+

𝑣𝑞+
] − [

cos (2𝜃∗) sin (2𝜃∗)
−sin (2𝜃∗) cos (2𝜃∗)

] [
�̅�𝑑−

�̅�𝑞−
] 

 

 

(1.28) 

And 

[
𝑣𝑑−

∗

𝑣𝑞−
∗ ] = [

𝑣𝑑−

𝑣𝑞−
] − [

cos (−2𝜃∗) sin (−2𝜃∗)
−sin (−2𝜃∗) cos (−2𝜃∗)

] [
�̅�𝑑+

�̅�𝑞+
] 

 

 

(1.29) 

Equations (1.28) and (1.29) can be represented in block diagrams as Figure 1.26[13] 

      

When an unbalanced fault occurs, the active and power of inverter can be written as follows[14]: 

𝑃 = 𝑃0 + 𝑃𝑐 cos(2ωt) + 𝑃𝑠𝑠𝑖𝑛 (2ωt) 

𝑄 = 𝑄0 + 𝑄𝑐 cos(2ωt) + 𝑄𝑠𝑠𝑖𝑛 (2ωt) 

 

 

(1.30) 

𝑃0 and 𝑄0 are the average values of instantaneous power and the  𝑃𝑐 , 𝑃𝑠, 𝑄𝑐 , 𝑄𝑠 are oscillatory term 

of power in unbalanced situation.  

𝑃0 = 1.5 × (𝑣𝑑
+𝑖𝑑

+ + 𝑣𝑞
+𝑖𝑞

+ + 𝑣𝑑
−𝑖𝑑

− + 𝑣𝑞
−𝑖𝑞

−) 

𝑃𝑐 = 1.5 × (𝑣𝑑
+𝑖𝑑

− + 𝑣𝑞
+𝑖𝑞

− + 𝑣𝑑
−𝑖𝑑

+ + 𝑣𝑞
−𝑖𝑞

+) 

𝑃𝑠 = 1.5 × (𝑣𝑞
−𝑖𝑑

+ − 𝑣𝑑
−𝑖𝑞

+ − 𝑣𝑞
+𝑖𝑑

− + 𝑣𝑑
+𝑖𝑞

−) 

𝑄0 = 1.5 × (𝑣𝑞
+𝑖𝑑

+ − 𝑣𝑑
+𝑖𝑞

+ + 𝑣𝑞
−𝑖𝑑

− − 𝑣𝑑
−𝑖𝑞

−) 

𝑄𝑐 = 1.5 × (𝑣𝑞
+𝑖𝑑

− − 𝑣𝑑
+𝑖𝑞

− + 𝑣𝑞
−𝑖𝑑

+ + 𝑣𝑑
−𝑖𝑞

+) 

𝑄𝑠 = 1.5 × (𝑣𝑑
+𝑖𝑑

− + 𝑣𝑞
+𝑖𝑞

− − 𝑣𝑑
−𝑖𝑑

+ − 𝑣𝑞
−𝑖𝑞

+) 

 

 

 

 

 

 

 

 

(1.31) 
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Figure 1.26  Schematic of decoupled double synchronous reference frame-PLL (DDSRF PLL)  

  
(a) (b) 

Figure 1.27  Block diagram of the decompiling process for extracting sequence component in 

DDSRF PLL [13] 

𝜃∗ 

𝑉ത𝑑−  

cos  cos  

 2 

𝑉𝑞+  

𝑉𝑑+  
𝑉ത𝑞−  𝑉∗

𝑑+ 

𝑉∗
𝑞+  

𝑉ത𝑑+  

𝜃∗ 

cos  cos  

 -2 

𝑉𝑞−  

𝑉𝑑−  
𝑉ത𝑞+  𝑉∗

𝑑− 

𝑉∗
𝑞−  

   LPF 

   LPF 

   LPF 

   LPF 

  

  

  

  



 

22 

 

 

Figure 1.28  Pout having double-fundamental frequency oscillations during a-g fault in 

conventional positive sequence synchronous reference frame controller  

In conventional positive sequence synchronous reference frame controllers double-fundamental 

frequency oscillations appear in output power. For instance, Figure 1.28 shows Pout having 

double-fundamental frequency oscillations during an a-g fault. 

      

If dual current controller is used for the inverter, positive and negative sequence currents can be 

controlled simultaneously which means in (1.31), 𝑖𝑑
+, 𝑖𝑞

+, 𝑖𝑑
− 𝑎𝑛𝑑 𝑖𝑞

−  can be controlled. The 

controller may have different objectives, such as suppression of negative sequence current, 

suppression of active power oscillations or suppression of reactive power oscillations. The 

controller for suppression of active power oscillations is one of the common methods that is also 

implemented in this project. The active power imbalance causes double-fundamental frequency 

oscillations in DC voltage as 𝑃𝑐 , 𝑎𝑛𝑑 𝑃𝑠 are not zero.  To eliminate 𝑃𝑐 , 𝑎𝑛𝑑 𝑃𝑠 the references are 

calculated as follows [14][15]:  

[
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+∗

𝑖𝑞
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(1.32) 

Where 𝑃0 is determined by the PI controller of voltage of the DC capacitor. 

Figure 1.29, shows the schematic of the implemented DDSRL-PLL and the dual current controller.  
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Figure 1.29  Schematic of the dual current controller for handling unbalanced faults. 

 

1.4.1 Performance of Controllers in PV Power Plant: Unbalanced Fault Cases 

To study the performance of different methods in facing unbalanced faults, different fault cases 

are simulated as follows. 

 

CASE 1: A L-L-g fault (unbalanced fault) with a ground resistance of 2 ohms and a phase 

resistance of 2 ohms is applied. The fault occurs at 4.4 seconds and is cleared at 4.75 seconds. 

Figure 1.30 to Figure 1.32 show the results of different methods. As can be seen, the dual current 

controller eliminated double-fundamental frequency oscillations successfully. AW methods also 

enhance the transitioning of the inverter to the post fault condition. PBSMC method also provides 

similar or better results compared to other methods.  
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Figure 1.30   Vd in the unbalanced fault CASE 1 

 

Figure 1.31  Pout for the unbalanced fault CASE 1 
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Figure 1.32  Pout zoomed on the saturation time for the unbalanced fault CASE 1 

 

CASE 2: In this case a two-phase to ground fault is simulated that lasts for a longer duration 

compared to the previous case, starting at 3.4 seconds and continuing until 3.8 seconds 

Additionally, the ground resistance has been decreased to 2 ohms. Figure 1.33 to Figure 1.35 show 

the results in this case. 

 

 
Figure 1.33  Vd in the unbalanced fault CASE 2 
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Figure 1.34  Pout in the unbalanced fault CASE 2 

 

 

Figure 1.35  Pout zoomed on the saturation time for the unbalanced fault CASE 2 

CASE 3: In this scenario, a line-to-line fault is simulated. The fault resistance is 2 ohms. The fault 

occurs at 4.4 sec and is cleared at 4.75 sec. Figure 1.36 to Figure 1.38 show the simulation results 

of different methods.   
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Figure 1.36  Vd in the unbalanced fault CASE 3 

 

Figure 1.37  Pout in the unbalanced fault CASE 3 
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Figure 1.38  Pout zoomed on the saturation time for the unbalanced fault CASE 3 

 

CASE 4: A line to-ground fault is considered in this case. The fault resistance is 2 ohms. The fault 

occurs at time 4.4 sec and is cleared at 4.75 sec. Figure 1.39 to Figure 1.41 show the simulation 

results. In this case also AW methods help the PI controller to have smooth transition to post-fault 

condition. Specifically, PBSMC has same or better performance compared to other methods.  

 

     

Figure 1.39  Vd in the unbalanced fault CASE 4 
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Figure 1.40  Pout in the unbalanced fault CASE 4 

 

 

Figure 1.41  Pout zoomed on the saturation time for the unbalanced fault CASE 4 

 

CASE 5: In this case a single phase to ground fault is simulated that lasts for a longer 

duration compared to previous case, starting at 3.4 seconds and continuing until 3.8 

seconds. Additionally, the ground resistance is 0.2 ohms. Figure 1.42 to Figure 1.44 

show the results of this case.  
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Figure 1.42  Vd in the unbalanced fault CASE 5 

 

Figure 1.43  Pout in the unbalanced fault CASE 5 
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Figure 1.44  Pout zoomed on the saturation time for the unbalanced fault CASE 5 

1.5 Conclusions 

This project investigated the impacts of saturations of controllers due to different 

types of faults. Balanced and unbalanced faults, with different durations were 

simulated. Several anti-wide up methods were implemented. Moreover, a controller 

called proxy based sliding mode controller (PBSMC) was simulated. According to 

case study results, to enable seamless transition from during fault to post-fault 

condition addressing the saturation of controllers is essential. The results also 

showed PBSMC has similar or better results compared to several implemented anti-

windup methods. Tuning AW methods is a heuristic process. In contrast, tuning the 

PBSMC parameter is a straightforward process which makes it suitable for practical 

application.  The case study results showed the saturation of PI controller of the DC 

link voltage is influential on the outputs of inverter.  
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