
 

 

Who are controlling the DERs? Increasing DER 

hosting capacity through targeted modeling, sensing, 

and control 

 

 

Final Project Report 

 

T-64 

 

 

 

 

 

 

 

 

 

 
 

Power Systems Engineering Research Center 

Empowering Minds to Engineer 
the Future Electric Energy System 

 



Who are controlling the DERs? Increasing DER hosting 
capacity through targeted modeling, sensing, and control 

Final Project Report 

Project Team 
Line A. Roald, Project Leader 

University of Wisconsin – Madison 

Mojdeh Khorsand Hedman 
Arizona State University 

Daniel K. Molzahn 
Georgia Institute of Technology 

Graduate Students 
Kshitij Girigoudar 

University of Wisconsin – Madison 

Mingyue He 
Arizona State University 

Paprapee Buason 
Georgia Institute of Technology

PSERC Publication 22-04 

October 2022 



For information about this project, contact: 

Line A. Roald 
University of Wisconsin – Madison  

Department of Electrical and Computer Engineering 
1415 Engineering Drive 

Madison, WI 53706  
Phone: (608) 265-7815 

Email: roald@wisc.edu 

Power Systems Engineering Research Center 

The Power Systems Engineering Research Center (PSERC) is a multi-university Center 

conducting research on challenges facing the electric power industry and educating the next 
generation of power engineers. More information about PSERC can be found at the Center’s 

website: http://www.pserc.org. 

For additional information, contact: 

Power Systems Engineering Research Center 

Arizona State University 
527 Engineering Research Center 

Tempe, Arizona 85287-5706 
Phone: 480-965-1643 

Fax: 480-727-2052 

Notice Concerning Copyright Material 

PSERC members are given permission to copy without fee all or part of this publication for internal 

use if appropriate attribution is given to this document as the source material. This report is 
available for downloading from the PSERC website. 

ã 2022 University of Wisconsin Madison. All rights reserved. 



i 

Acknowledgements 

This is the final report for the Power Systems Engineering Research Council (PSERC) research 
project titled “Who are controlling the DERs? Increasing DER hosting capacity through 
targeted modeling, sensing and control.” 

The research team members wish to express our appreciation for the support provided by PSERC’s 
industry advisors who have followed all or parts of the project and provided valuable feedback 
throughout: 

• Melvin Schoech (CenterPoint Energy)
• Venkat Banunarayanan (NRECA)
• Yohan Sutjandra (The Energy Authority)
• George Stefopoulos (NYPA)
• Patrick Panciatici (RTE-France)
• Jim Price (CAISO)
• Philip J Hart (GE Global Research)
• Yazhou Jiang (GE Global Research)
• Rajni Burra (First Solar)
• William Kouam (AEP)
• Evangelos Farantatos (EPRI)
• Deepak Raasubramanian (EPRI)
• Majid Heidarifar (EPRI)
• Adarsh Nagarajan (NREL)
• Jenny Zhao (AEP)
• Jesse Gantz (Centrica)
• Kwok Cheung (GE Renewable Energy)
• Jesse Gantz (GE Digital)
• Heng Chen (ComEd)
• Bo Yang (Hitachi)
• Oluwaseyi Akinbode (MISO)



ii 

Executive Summary 

Distributed energy resources (DERs) offer many opportunities for providing grid services but may 
also cause issues in distribution grid operations. The overall goal of this project was to develop 
modeling, analysis and optimization techniques for systems that improves our understanding and 
ability to control systems with many distributed energy resources (DERs). These new techniques 
help us understand how DERs interact with the electric distribution grid, and how to assess the 
variability, control opportunities and sensing needs that arise with higher penetrations for DERs.  
More specifically, the project had three main goals, namely to (1) better characterize the 
uncertainty associated with DER power injections and control, (2) assess the optimal placement of 
voltage sensors in the distribution grid and (3) identify secure ranges for DER control by third-
party aggregators. Progress towards these goals was achieved in three integrated tasks, with 
frequent interactions and discussions between the team members. Given the distinct goals of each 
task, the research findings of this report is presented in three separate parts corresponding to the 
three tasks of the project. The goals and research findings of each task is included below. 

Part I: From load modeling and uncertainty characterization to distribution 
system operational scheduling and optimal inverter control 
Part I includes two chapters. First chapter presents approaches for load modeling and uncertainty 
characterization. Second chapter proposes two advanced approaches for distribution system 
operational scheduling and DER control and optimization.  
Load modeling and uncertainty characterization: This project designed and developed load 
forecasting and advanced aggregation strategies based on machine learning approaches. Artificial 
Neural Network is used for aggregated load forecasting while the forecast errors were evaluated 
and characterized as uncertainty of forecasted load. Fitness of load uncertainty to known 
probability distributions were checked by Shapiro–Wilk test. Next, to enable assessment of 
demand side flexibility, appliance-level load monitoring and forecasting techniques were 
investigated. The knowledge of distribution load characteristics enables more effective 
management of DER-enriched distribution systems. For example, knowing the percentage of air 
conditioning load assists operators in understanding load flexibility (for direct load control or other 
demand response schemes). As another example, discovery of connected electric motor load 
enables better assessment of voltage stability concerns, i.e., fault-induced delayed voltage 
recovery. Another example is home energy management, which is performed at the appliance-
level. To this end, the team has developed an optimization approach along with artificial 
intelligence (AI)-based approaches, namely conditional hidden semi-Markov model. The accuracy 
of these models was tested using actual historical smart meter data. 
Distribution system operational scheduling and optimal DER control: This project proposes two 
distribution operational scheduling frameworks based on two different unbalanced three-phase 
distribution AC optimal power flow models: A) a novel current-voltage rectangular approach, and 
B) a two-stage second-order cone programming-based approach. Both of these algorithms
accurately capture unique characteristics of distribution systems, namely mutual impedances,
single-phase to three-phase feeders and laterals, and unbalanced nature. We tested both of these
algorithms using data of an actual distribution feeder and corresponding load and PV generation
from an electric utility. The comparison of power flow results of these models with OpenDSS
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(EPRI’s distribution power flow analysis tool) confirms the accuracy and effectiveness of these 
algorithms in capturing unique characteristics of distribution systems. Moreover, both these 
proposed unbalanced AC optimal power flow models are enhanced to account for Volt-Var 
controller of PV smart inverters based on the characteristic that is outlined in IEEE Standard 1547-
2018. Moreover, these algorithms are further enhanced to optimize droop characteristics of Volt-
Var controllers within the allowable range, which is set by IEEE Standard 1547-2018. The results 
of testing these algorithms on an actual distribution feeder show that optimizing Volt-Var 
controller settings and droop characteristics of smart inverters substantially enhance distribution 
voltage management and reduces the need for active power curtailment of DERs to maintain 
voltage within the acceptable range as set by ANSI standard. This is a critical contribution of this 
project as distribution system voltage management is deemed to be more challenging with high 
penetration levels of DERs.  

Project Publications: 
[1] Mingyue He and Mojdeh Khorsand, “Residential Appliance-level Consumption Modeling

and Forecasting via Conditional Hidden Semi-Markov Model”, the 54th North American
Power Symposium, 2022.

[2] Mingyue He, Zahra Soltani, Mohammad Ghaljehei, Masoud Esmaili, Shanshan Ma, Mengxi
Chen, Mojdeh Khorsand, Raja Ayyanar, and Vijay Vittal, “A SOCP-based ACOPF for
Operational Scheduling of Three-phase Unbalanced Distribution Systems and Coordination
of PV Smart Inverters,” IEEE Transactions on Power Systems, under review.

[3] Zahra Soltani, Shanshan Ma, and Mohammad Ghaljehei, “Optimal Scheduling of Distributed
Energy Resources  Considering Volt-VAr Controller of PV Smart Inverters,” the 11th Bulk
Power Systems Dynamics and Control Symposium, July 2022.

Student Theses: 
[1] Mingyue He, “Distribution system operation and control enhancement: from load forecasting

and DER aggregation to distribution operational scheduling,” PhD Dissertation, Arizona
State University, expected May 2024.

[2] Zahra Soltani, “Sensor Enabled Advanced Distribution Management System: From
Topology Processor and State Estimation to Distributed Energy Resources Scheduling,” PhD
Dissertation, Arizona State University, expected May 2023.

Part II: Bilevel Optimization Approaches for Locating Sensors in Distribution 
Systems 
In Part II, we developed an algorithm for finding optimal sensor locations and alarm thresholds 
for rapid identification of voltage violations. This algorithm solves a bilevel optimization problem 
which minimizes the number of sensors and the number of false alarms (upper-level problem) 
while making sure that there are no voltage violations that go undetected (lower-level problem). 
Since this bilevel problem is difficult to solve directly, we developed several approaches for 
addressing its computational challenges. We first addressed the power flow nonlinearities in the 
lower-level problem by developing conservative linear approximations of the power flow 
equations. These approximations provide overestimates and underestimates of the nonlinear power 
flow equations over the relevant operational range. By replacing the nonlinear power flow 
equations with these conservative linear approximations, we can ensure that the resulting sensor 
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locations and alarm thresholds are sufficient to identify any constraint violations that might occur 
for any power injections within a specified range of power injection fluctuations. The accuracy of 
these conservative linear approximations is closely connected to the quality of the sensor locations 
and alarm thresholds that result from solving the reformulated bilevel optimization problem. We 
therefore spent significant effort in developing methods for improving their accuracy. These 
methods are discussed in detail in this report.  
Even after replacing the power flow equations with these conservative linear approximations, the 
sensor placement problem remains computationally challenging due to its bilevel nature. As we 
show with several numerical test cases, standard techniques for reformulating the sensor placement 
problem to a single-level formulation that can be addressed with existing solvers yield optimization 
problems that are only tractable for small test cases. Accordingly, the team exploited structure 
specific to this problem to obtain single-level mixed-integer programming formulations that can 
be solved with commercial software packages like Gurobi. Key insights in these reformulations 
include the importance of discretizing the sensor thresholds and a tailored dualization approach 
that avoids introducing unnecessary additional discrete variables, as would be required using 
traditional methods for bilevel problems. 
The resulting sensor placement reformulations require substantially less computational time than 
standard reformulation techniques, thus enabling us to scale up to problems with tens to hundreds 
of buses. Furthermore, we developed extensions to these reformulations that consider the 
possibility of multiple network topologies, with the results still showing strong computational 
scalability characteristics. 
To improve the sensor placements resulting from this bilevel problem formulation, we developed 
a post-processing technique that reduces the number of false alarms. Using an approximate 
gradient approach, this post-processing technique adjusts the sensor thresholds to make them less 
conservative while not introducing false negatives (missed alarms). The combination of the bilevel 
problem reformulation and this post-processing technique allows us to compute sensor locations 
and alarm thresholds that have a small number of false alarms and no missed alarms, as validated 
numerically using out-of-sample testing. 
Next steps for this work include modeling extensions to consider sensors with more general 
capabilities and more detailed representations of the distribution network and associated devices. 
Complementing the test cases considered in this report, we also aim to demonstrate the developed 
techniques on actual large-scale distribution system data sets in order to assess their scalability and 
quality of the resulting solutions. Finally, we intend to apply the mathematical reformulation 
techniques developed in this project to other challenging optimization problems beyond the sensor 
placement problem considered in this report. 
 
Project Publications: 
[1] P. Buason, S. Misra, and D.K. Molzahn, “A Sample-Based Approach for Computing 

Conservative Linear Power Flow Approximations,” Electric Power Systems Research, vol. 
212, no. 108579, November 2022. Presented at 22nd Power Systems Computation 
Conference (PSCC), June 27 - July 1, 2022. 

[2] P. Buason, S. Misra, and D.K. Molzahn, ``A Data-Driven Method to Identify Critical 
Locations for Sensors in Distribution Grids,'' in preparation. 
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Student Theses: 
[1] Paprapee Buason, “Addressing Power Flow Nonlinearities in Bilevel Optimization 

Problems with Applications to Optimal Sensor Placement in Electric Distribution 
Systems,” PhD Dissertation, Georgia Institute of Technology, School of Electrical and 
Computer Engineering, December 2024 (expected). 

 
Part III: Identifying Secure Operation Ranges For DER Control by Third-
Party Aggregators 
In Part III, we focused on challenges associated with coordinating control activation from DERs 
across multiple different entities, including third-party DER aggregators who are able to dispatch 
the DERs through contracts with DER owners, the distribution system operator (DSO) who is in 
charge of making sure that no grid constraints are violated in the distribution grid, and the 
independent system operator who needs to contract flexibility services from the third-party 
aggregator while respecting distribution grid constraints. Our research takes the perspective of a 
DSO who aims to identify a secure flexibility region for DER active power control within the 
distribution grid. We envision that the this secure flexibility region can be used as feeder-level 
capacity constraints in the real-time market clearing to ensure that DER flexibility provided by 
third-party aggregators will not violate any distribution level constraints. Specifically, the ISO 
could use these flexibility ranges to provide a simplified view of distribution grid constraints when 
clearing bids from DER aggregators with resources located inside the distribution grid. This 
research thus proposes one solution for integration of aggregated DER resources in electricity 
market clearing, as mandated by FERC Order 2222.  
The key innovation of this work with respect to existing literature is that we allow entities other 
than the distribution system operator to make decisions on how to dispatch individual DERs within 
the feeder. Existing work has either assumed that the DSO can directly dispatch active power from 
DERs or have provided flexibility ranges for each DER. However, such assumptions place 
unrealistic assumptions on coordination and information exchange between third-party 
aggregators and DSOs, such as the sharing of grid models or confidential bid information. These 
problems become particularly acute when there is more than one aggregator with resources located 
inside the feeder. To circumvent these issues, we assume that third-party aggregators decide how 
individual DERs are activated to achieve a certain control outcome, without further coordination 
with the DSO or other aggregators within the feeder. The DSO, on the other hand, are only able to 
provide limits on the total amount of DER control activation the feeder is able to provide. The goal 
of our research is to identify how large this total amount is allowed to be. 
To identify secure flexibility ranges for this case, we have to assume that these other entities (such 
as third-part aggregators) could potentially choose dispatch DERs in a harmful way. We therefore 
formulate and solve the problem as an adversarial bilevel program, where the upper level problem 
(representing the DSO) maximizes the range of flexibility available from the feeder, while the 
lower level problem (representing the joint control activation across all DERs) enforces that the 
maximum and minimum achievable voltage magnitudes remain within safe bounds. Part III of this 
report presents our formulation of a linearized bilevel problem, discusses how to obtain a tractable 
single level reformulation and provides numerical results.  
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As part of our research, we identified that the secure flexibility region can be significantly 
increased by incorporating some simple rules for DER control activation: 

- First, we identify that we need to ensure that all DERs are controlled in the same 
direction, i.e., the DERs can either increase or decrease their set-points relative to the 
current operating point. This prevents situations in which some DERs increase their active 
power injections while others decrease their injections, leading to potential voltage 
problems even with very small total active power control.  

- Second, we evaluate the impact of different modes of reactive power control including 
setting a constant reactive power injection, determining the power factor or controlling the 
active power droop. We identify that several different modes can provide good results. 
However, it is vitally important that the DSO decides how reactive power is controlled, 
rather than allowing individual DERs to choose (potentially harmful) reactive power set-
points.  

- To link with the work done in Task 2 and 3, we also considered how limited access to 
measurements and uncertainty regarding the current operating point of the system can be 
reflected in this optimization problem. In our case study, we observe that it is possible to 
obtain wide flexibility ranges, even with limited real-time observability, although 
further investigations are needed to confirm these results more widely.  

Beyond the main conclusions above, we have also run experiments to confirm that the accuracy of 
our linearized optimization model is acceptable.  
Immediate next steps for this work include identification of the most practical DER reactive power 
control modes and more detailed discussion of the case without real-time measurements. More 
significant, but practically important aspects include the consideration of multi-period problems 
(i.e., how flexibility ranges may change as DER control capability and system set-points evolve 
over time) as well as forecasting of flexibility ranges for future operating periods to support, e.g., 
day-ahead market clearing. We would also like to test our methods on realistic distribution feeders 
to address possible issues associated with data access and confidential information. 
 
Project Publications: 
[1] K. Girigoudar and L. A. Roald, "Linearized Three-Phase Optimal Power Flow Models for 

Distribution Grids with Voltage Unbalance," IEEE Conference on Decision and Control 
(CDC), December 2021, pp. 4214-4221, doi: 10.1109/CDC45484.2021.9683780. 

[2] K. Girigoudar and L. A. Roald, "Identifying Secure Operating Ranges for DER Control 
using Bilevel Optimization," submitted. 

 
Student Theses: 
[1] Kshitij Girigoudar. “Optimization of Unbalanced Distribution Grid Operations using 

Distributed Energy Resources”. Phd Dissertation, University of Wisconsin Madison, 
Department of Electrical and Computer Engineering, August 2022 
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 Load and DER Modeling and Uncertainty Characterization 

 Introduction 

Distributed energy resources (DERs) offer many opportunities for providing grid services but may 

also cause issues in distribution grid operations. For example, the overvoltage issue can be caused 

by adding DERs. However, DERs provide operational flexibility by adjusting power 

production/consumption, e.g., demand response and reactive power support by smart inverters. A 

distribution utility is able to control the active and reactive power outputs of some DERs to 

improved power quality. The goal of this project is to develop the modeling, monitoring, and 

control techniques for systems with many different DERs, with potentially conflicting control 

objectives.  

Residential building energy consumption is responsible for the total energy consumption in the 

United States from about 14.8 to 20.8 quadrillion (British thermal units) from 1975 to 2020, 

respectively, according to the United States Energy Information Administration [1]. The 

residential demand-side management has become an integral element of the entire grid over the 

last two decades due to the growth of residential demand, the development of the smart grid, and 

the increasing penetration of distributed renewable resources. Demand-side management systems 

(DSMS) and home energy management systems (HEMS) enhance residential energy efficiency 

and are critical for maintaining the balance between demand and generation from distributed 

energy resources (DERs) [2]-[3]. Recently, the appliance or device-level load modeling and 

forecasting have attracted great attention for DSMS and HEMS to understand the characteristics 

of the residential demand to achieve energy utilization efficiency and energy savings. Some 

demand response (DR) programs of electric utilities are designed for some specific appliances [4]-

[7]. Those designed DR programs make non-intrusive appliance-level load monitoring an 

important task for electric utilities to enhance the assessment of the impact of DR on their system. 

However, non-intrusive appliance-level load monitoring are challenging because of the inherent 

variability of exogenous environmental factors and the intrinsic uncertainty of human behavior 

[8]. A non-intrusive appliance-level load monitoring technique is required for DSMS and HEMS 

to assess the load flexibility in the residential household, enhance observability of the distribution 

system, and support efficient grid operation to account for the uncertainty and variability of the 

distribution system due to the increase of DERs. 

 Literature review 

1.2.1 Load uncertainty modeling and characterization 

Load uncertainty modeling and characterization have been studied. For most of the previous work, 

the uncertainty of load and DERs is modeled by a probability distribution function based on a one-

size-fit-all approach. References [10]-[15] use Gaussian distribution to model the load uncertainty. 

References [16]-[17] consider Gaussian mixture model for uncertainty modeling. References [18]-

[19] use a flat range (i.e., min and max) of load forecasting errors to model uncertainty in a robust 

optimization problem. Some of the prior work introduce machine learning algorithms to learn the 

uncertainty of the load [20]-[22]. Reference [20] utilizes Bayesian deep learning to capture 
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residential net load uncertainty. Reference [21] uses the trained quantile regression model to 

represent load uncertainty. Reference [22] fits load forecasting errors into a hermite polynomial 

function for load uncertainty. Fuzzy set theory is used in reference [23] to represent the load 

uncertainty in optimization model. Euclidean norm is used to represent the load variation under 

different certain degree of uncertainty in [24]. Trajectory sensitivity approach is used in [25] to 

account for load modeling uncertainties for voltage stability problem.  

The project team proposes an approach to aggregate customers, utilizes supervised machine 

learning algorithm to learn customers’ consumption pattern, and uses Gaussian distribution to 

model the load uncertainty. The hypothesis of using Gaussian distribution is checked by Shapiro–

Wilk test. 

1.2.2 Non-intrusive appliance-level load forecasting and monitoring 

Many previous papers have been published for appliance-level load modeling and forecasting with 

the utilization of machine learning techniques. References [26]-[27] use deep neural network 

(DNN) for short-term appliance-level power forecasting and appliance status identification. The 

main drawback of reference [26]-[27] is that DNN needs large storage memory for historical data 

and takes a very long time to train a model, which makes DNN impractical to be used for a large 

number of residential appliances. Hidden Markov model (HMM) is one common machine learning 

algorithm used for home individual appliances consumption modeling and forecasting. Most 

household appliances have finite discrete operating modes, and the current appliance consumption 

is independent of the early past status of the appliance, which fits HMM structure well. Reference 

[28] uses HMM to identify the household appliances with two operating states (on/off). The 

authors in [29] infer the magnitude, duration of each state, and variability of household 

consumption by utilizing HMM framework. Reference [30] proposes a modified HMM for 

detecting and estimating household individual appliance loads from the aggregated power. 

Reference [31] proposes a hierarchical HMM framework to model home appliances with distinct 

power consumption profiles, such as washing machines and dishwashers. References [28]-[31] 

take advantage of HMM structure to model characteristics of household appliances. However, the 

relationship between appliances’ state, duration of each state, and consumption are even more 

complex, and the behavior of household appliances also depends on exogenous environmental 

variables such as temperature and time of the day [8]. Those characteristics make the original 

HMM framework insufficient for appliance-level modeling and forecasting. A Conditional Hidden 

Semi-Markov Model (CHSMM) is proposed in [8] to account for the drawback of HMM 

framework.  

A number of work has been focused on non-intrusive appliance-level load forecasting and 

monitoring problem. Reference [32] uses active and reactive power consumption change of the 

appliance to identify the appliance on/off. Reference [33] introduces penalty calculation to filter 

out some appliance combinations and has a correction step after getting preliminary result. 

Reference [34] uses voltage and current information to get fundamental and harmonic frequencies 

to estimate magnitude and phase of load admittance to identify the appliance. Reference [35] 

utilizes dynamic time warping to identify appliance status with correction step. Reference [36]-

[37] consider different penalty term to achieve higher accuracy of their load disaggregation model. 

Reference [38] uses a machine learning algorithm, i.e., factorial hidden Markov model, to 
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disaggregate load. To achieve the non-intrusive appliance-level load forecasting and monitoring, 

the project team utilizes CHSMM with an optimization-based load disaggregation model. 

 Load and DERs uncertainty modeling and characterization 

In this task, supervised machine learning algorithms are trained and used to predict aggregated 

DERs and load based on their prior net power exchange and similar day’s consumption, and 

temperature information. The approach is summarized in a flowchart as shown in Figure 1.1. In 

the beginning of the approach, prosumers are aggregated into different groups. Then, machine 

learning models are trained via aggregated prosumers’ historical data. The training features include 

historically prior off-peak consumption and similar day’s consumption, and corresponding 

temperature. The trained model with the highest accuracy is selected to predict the consumption 

baseline of on-peak periods. Afterward, the DR reductions and prosumers’ response for different 

prosumers’ groups are computed based on the obtained accurate consumption baseline and 

prosumers consumption data. Since prosumers’ involvement and response are dynamic, the 

uncertainty needs to be evaluated for different time of the day. Eventually, prosumers’ uncertainty 

can be evaluated based on the forecasting differences by certain probability distribution functions. 

In this work, Gaussian distribution is used to fit prosumers’ response for different periods to 

represent the estimated DR reductions and prosumers’ response of a DR program for the 

aggregated prosumer groups.  

 

Figure 1.1 The flowchart of the proposed uncertainty modeling and characterization 

The proposed algorithm is examined on a modified IEEE 33-bus test distribution system to which 

DR programs are added. The aggregated prosumers’ consumption data from a local electric utility 

company is scaled based on the existing load in the IEEE 33-bus system. Without loss of 

generality, it is assumed that all prosumers connected to a bus belong to a similar prosumers’ 

group.  

The hypothesis of using Gaussian distribution to model the uncertainty of prosumers’ response is 

evaluated. The obtained forecasting differences are used to fit a Gaussian distribution shown in 

Figure 1.2. The means of the obtained forecasting differences are all close to zero. As can be seen, 

the Gaussian distribution can be a good choice to model the uncertainty of the prosumers’ response. 

In addition, the quantile-quantile plot is used to check the hypothesis of Gaussian distribution in 

Figure 1.2. The quantile-quantile plot is a graphical technique for determining if two data sets 

come from populations with a common distribution. If the two distributions being compared are 

similar, the points in the quantile-quantile plot will approximately lie on the identity line !	 = 	$. 
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As can be seen in Figure 1.3, the prosumers’ response data point is lying on the dashed line, which 

shows that the prosumers’ response follows Gaussian distribution. 

 

Figure 1.2 Uncertainty with fitted Gaussian distribution 

 

Figure 1.3 Quantile-quantile plot for assumption of Gaussian distribution 

To achieve a more general conclusion, Shapiro–Wilk test is used to check the hypothesis of 

Gaussian distribution for all prosumers’ groups. Shapiro–Wilk test is the most powerful metric for 

evaluating the hypothesis of Gaussian distribution. After using Shapiro–Wilk test to the hypothesis 

of Gaussian distribution for all prosumers’ groups, we find that 99.6% of 15-min samples and 

97.7% of hourly samples pass the Shapiro–Wilk test. This result further confirms that the 

hypothesis of using Gaussian distribution to model prosumers’ response uncertainty is correct.  

The table shows the averaged accuracy of the trained model by aggregated prosumers’ data. As 

can see in Table 1.1, the accuracy is high for the trained models.  
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Table 1.1 Averaged accuracy of the trained model 

Averaged trained model accuracy (NRMSE) Averaged trained model accuracy (R2) 

13.8% 0.90 

Figure 1.4 and Figure 1.5 show examples of the uncertainty at bus 7 on August 7th. The blue area 

is the 95% confidence level of Gaussian distribution. The hourly and 15-min prosumers’ response 

uncertainty are considered as shown in Figure 1.4 and Figure 1.5. In this task, the obtained 

uncertainty information is passed to Task 2 and Task 3. 

 

Figure 1.4 One example of showing the hourly load uncertainty (95% confidence) 

 

Figure 1.5 One example of showing the 15-min load uncertainty (95% confidence) 
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The demand response uncertainty is evaluated by the proposed approach, which is shown in Figure 

1.6. The uncertainty of DR is different for different groups, hours of the day, and price plans. As 

can be seen, the random aggregation fails to accurately capture prosumer behavior and response 

and leads to the highest uncertainty (see dark red curve). However, by using better aggregation 

strategies, the uncertainty of demand response is reduced, e.g., the orange curve. Moreover, with 

integration of more and more smart grid technologies, the differences shown in the Figure 1.6 

would be more severe. 

 

Figure 1.6 Demand response uncertainty using the proposed approach 

 Non-intrusive appliance-level load forecasting and monitoring 

1.4.1 Non-intrusive appliance-level load forecasting 

HMM provides a framework to describe the pattern of individual appliance consumption. Most 

residential household appliances have one or several operating modes, which can be modeled as 

finite discrete states. The current energy consumption of the appliance can be assumed to be 

dependent on the current state of the appliance. In addition, the current state of the appliance is 

independent of the early status of the appliance in the past, which follows the Markov process that 

is the key assumption of HMM. Therefore, HMM framework seems a potential choice for 

household appliances modeling and forecasting. 

The graphical illustration of the HMM framework for appliance-level modeling and forecasting is 

shown in Figure 1.7. The appliance energy consumptions from period 1 to period & are denoted as 

' = {!!, !", … , !#}, and the latent states of the appliance are represented as , = {$!, $", … , $#}. 
The state-space of the appliance is introduced to refer to the operating modes of the appliance. The 

state space is denoted as - = {.!, .", . . , .$}, where 0 is the number of states. For example, A/C has 

two operating modes (on/off), and the state space of the A/C is {on, off}.  Under the HMM 

structure, the observable outcomes are only affected by the current state. For instance, the outcome 

of !# ∈ ' at period & only depends on the state of appliance $# ∈ , at period &. The outcomes 
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and states of the appliance at any previous period cannot affect the outcome of  !# ∈ ' at period 

&. In addition, the state $#%! is only dependent on the previous state $# due to the assumption of 

the Markov process. 

 

Figure 1.7 Graphical illustration of HMM 

The HMM framework has the ability to track the energy usage patterns of household appliances. 

However, some characteristics of energy consumption of appliances are not fully addressed by the 

original HMM structure. For instance, the appliance may stay in one operating mode for certain 

periods after the transition of operating modes, which means that the current state of an appliance 

remains constant until the duration of the current state expires. This also implies that the Markov 

transition to a new state only happens when the duration of the state ends. In addition, for some 

appliances, their current state can depend on the previous state and the duration of the previous 

state. The duration of the current state can also depend on the previous state, the duration of the 

previous state, and the current state. For example, the duration of operating modes of a refrigerator 

can vary significantly by its previous operating mode and duration [8]. Moreover, some household 

appliances can be easily affected by some exogenous factors such as temperature and time of the 

day. For instance, the outdoor temperature can be one exogenous variable for on/off states of the 

A/C. Higher temperatures can lead to a higher chance for A/C to stay in cooling mode. In addition, 

the cooling/heating energy consumption of some A/C can also be affected by the temperature. 

Furthermore, the state and the duration of the state for a refrigerator may be affected by the 

temperature. In general, a refrigerator has four operating modes, which are compressor off, 

compressor on, ice making, and defrosting. A refrigerator may have more chances to stay in the 

compressor off or defrosting mode in cold weather. To address those important characteristics of 

the appliance, a modified version of HMM, namely CHSMM, is used for the appliance-level 

modeling and forecasting. 

CHSMM is an extension of the concept of HMM to consider the variable duration for each state 

and exogenous factors, such as temperature and time of the day. The graphical illustration of 

CHSMM for the appliance-level modeling and forecasting is shown in Figure 1.8. 
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Figure 1.8 Graphical illustration of CHSMM 

The appliance energy consumptions from period 1 to period & are denoted as ' = {!!, !", … , !#}, 
and the latent states of the appliance are represented as , = {$!, $", … , $#}. The state-space of the 

appliance is introduced to refer to the operating modes of the appliance. The state space is denoted 

as - = {.!, .", . . , .$}, where 0 is the number of states. For example, A/C has two operating modes 

(on/off), and the state space of the A/C is {on, off}. In addition, the duration of each state 5 =
{6!, 6", … , 6#}  and the exogenous variables 7 = {8!, 8", … , 8#}  and 9 = {:!!, … , :&!

# }  are 

introduced in CHSMM structure shown in Figure 1.8. Duration space is introduced to refer to the 

possible duration for an appliance to stay in one operating mode, which is denoted as ; =
{<!, <", … , <'} , where =  is the number of possible durations. CHSMM has a more complex 

relationship between states, durations of the state, observations, and exogenous variables in 

comparison with HMM. As can be seen in Figure 1.8, the current state $# is conditioned on the 

previous state $#(! , the previous duration of the state 6#(! , and exogenous variables 8# . The 

current state duration 6# is conditioned on the current state $#, the previous state $#(!, previous 

duration of the state 6#(!, and exogenous variables 8#. The observation !)"
#

 at time <' within the 

period & is obtained by an emission function, which is formed by current state $#, duration of the 

current state 6#, and exogenous variables :)"
#

.  

The mathematical expressions of CHSMM structure can be represented via (1)-(4).  

>* = ℙ($! = .* , 6! = <*) (1) 

B+(8#) = ℙ($#|$#(!, 6#(!, 8#) (2) 

B,(8#) = ℙ(6#|$# , $#(!, 6#(!, 8#) (3) 
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DE!)"
# |$# , :)"

#F = ℙE!)"
# G$# , :)"

#F (4) 

where >*  is the initial distribution for the initial state $!  with the initial state duration 6!  for 

CHSMM, B+(8#) is the state transition probability to the new state $# , B,(8#) is the duration 

transition probability to the new state duration 6#, and DE!)"
# |$# , :)"

#F is the emission function to 

output the appliance consumption !)"
#

 

CHSMM consists of three models, which are the state transition model, duration transition model, 

and emission function. In practice, the accuracy of the state transition model is usually high enough 

to forecast the next state. The emission function can be learned easily via a machine learning 

algorithm due to the energy consumption of an appliance following a fixed pattern within one 

operating mode. However, predicting the duration of the state is a challenging task because of the 

complex and unknown relationship between the duration of the state and the other factors. The 

duration transition model may undermine the performance of CHSMM if characteristics of the 

state duration of an appliance are not well captured. 

The duration transition model of CHSMM in [8] is trained by MNLR, which is a classification 

method. However, there are potential training methods that can be used to enhance the performance 

of CHSMM. For example, A/C can have a very large duration space. The number of possible 

durations is huge, and the duration space of A/C is nearly continuous. In this case, using a 

regression-based method to train the duration transition model of CHSMM can be a better choice 

compared to the classification-based method since it is hard for classification-based methods to 

address the duration data characteristics with a huge number of classes. Moreover, a wrong 

prediction can result in a very large forecasting error by using classification-based methods for a 

nearly continuous dataset. In contrast, a wrong prediction of the state duration with regression-

based methods can be still close to the actual duration of the state.  

The refrigerator is the main appliance to illustrate the performance of CHSMM in [8]. A 

refrigerator in general runs in a cycle between compressor on and off. The duration of those two 

operating modes is about the same to keep the food at a desired cold temperature. The duration 

space of the refrigerator is small and limited, and the refrigerator has a relatively fixed running 

pattern. In this case, a classification-based method can be a good choice to achieve a higher 

accuracy of CHSMM. 

The relationship between durations, states, and exogenous variables is highly nonlinear. The 

utilized regression-based method needs to have the ability to handle the nonlinearity. This work 

considers the regression Artificial Neural Network (ANN) to train the duration transition model of 

CHSMM. Due to the small number of features, a large and complex ANN is not necessary, instead, 

an ANN with a simple structure is enough. The state transition model of CHSMM is trained by 

MNRL as [8]. The emission function is trained via a simple ANN to deal with the nonlinear 

relationship between the appliance energy consumption and the other two features.  

Appliance-level consumption data with the 1-min resolution is used in this work from the Pecan 

Street dataset [48]. One and a half month 1-min appliance consumption dataset (7/01/2018 to 

8/15/2018) in the Austin area is used for the training and testing of CHSMM with different training 

methods, i.e., regression ANN and MNRL. The state of the appliance can be obtained by the load 

disaggregation model in the next subsection. The temperature and the time of the day information 
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are considered to be exogenous variables in CHSMM. The hourly temperature data in the Austin 

area for the same days (7/01/2018 to 8/15/2018) is obtained from Iowa Environmental Mesonet 

[49]. The obtained hourly temperature data is linearly interpolated to the 1-min resolution to match 

with the 1-min appliance-level consumption data. The appliance-level consumption forecasting 

using CHSMM is conducted every 15-min for over 6 hours. Refrigerators and A/C are two main 

appliances to test the impact of different training methods on the performance of CHSMM. 

Table 1.2 Accuracy of the trained CHSMM for 6-hour ahead consumption prediction for one 

appliance 

 
MNLR Regression ANN 

RMSE (kW) NRMSE RMSE (kW) NRMSE 

A/C 2.43 0.66 1.41 0.38 

Refrigerator 0.02 0.15 0.04 0.26 

 

Table 1.2 shows the performance of the trained CHSMM for 6-hour ahead consumption prediction 

of A/C and refrigerator. As it can be seen in Table 1.2, using a regression ANN to train the duration 

transition model can improve the performance of CHSMM in terms of A/C consumption 

forecasting. The duration space of A/C is large, the number of possible durations is huge, and the 

duration space of A/C is nearly continuous. A regression-based training method can be a better 

choice to handle the data with such characteristics. In contrast, the classification-based method 

does not have a strong ability to deal with a large number of classes within the same training data. 

The accuracy of CHSMM with multinomial logistic regression (MNLR) is low for A/C 

consumption prediction. In addition, using a regression-based training method can avoid large 

forecasting errors. For example, a wrong prediction can still be close to the actual duration by 

using regression ANN. However, a classification-based training method may lead to a large 

forecasting error due to the characteristics of duration that is not well addressed. For refrigerator 

consumption forecasting, CHSMM with MNLR performs better than CHSMM with regression 

ANN. This is because the refrigerator has a relatively fixed running pattern and limited duration 

space. A classification-based method can be a good choice to train the duration transition 

probability to capture the characteristics of the duration of the refrigerator. The detailed 

comparisons of two types of training methods for CHSMM are shown in Figure 1.9 – Figure 1.12. 
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Figure 1.9 Performance of CHSMM for 6-hour ahead A/C consumption prediction with MNLR 

for the duration transition model  

 

Figure 1.10 Performance of CHSMM for 6-hour ahead A/C consumption prediction with 

regression ANN for the duration transition model  

Figure 1.9 and Figure 1.10 show the performance of CHSMM for 6-hour ahead A/C consumption 

prediction with different training methods for the duration transition model. The trained CHSMM 

with MNLR fails to track the consumption of A/C in Figure 1.9, while CHSMM with regression 

ANN is well tracking the A/C consumption in Figure 1.10. In Figure 1.9, the duration of the state 

is not accurately predicted, which means that the classification-based method does not capture the 

characteristics of the state duration for A/C. In addition, wrong predicted durations can result in 

large errors as shown in Figure 1.9. In contrast, the regression-based method is robust and can 

capture the characteristics of the duration of A/C. In Figure 1.10, the regression ANN can predict 

the duration of A/C. Moreover, the predicted consumption trajectory is not affected substantially 

by an incorrectly predicted duration in Figure 1.10. 
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Figure 1.11 Performance of CHSMM for 6-hour ahead refrigerator consumption prediction with 

MNLR for the duration transition model 

 

Figure 1.12 Performance of CHSMM for 6-hour ahead refrigerator consumption prediction with 

regression ANN for the duration transition model 

Figure 1.11 and Figure 1.12 show the comparison of the refrigerator consumption prediction with 

two different training methods for CHSMM. As it can be seen in Figure 1.11 and Figure 1.12, 

CHSMM with MNLR performs better than CHSMM with regression ANN for the refrigerator 

consumption prediction. The duration of the state for the refrigerator is well forecasted by MNLR 

in Figure 1.11. However, the regression ANN does not perform as well and results in some 

forecasting errors for predicting the refrigerator’s duration as shown in Figure 1.12. By comparing 

Figure 1.11 and Figure 1.12, the classification-based methods can be a better choice to capture the 

duration characteristics of the appliance with limited duration space and nearly fixed running 

pattern. 
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Table 1.3 Averaged accuracy of the trained CHSMM for 10 A/Cs consumption forecasting 

 
MNLR Regression ANN 

RMSE (kW) NRMSE RMSE (kW) NRMSE 

6 hours 1.64 0.56 1.30 0.45 

7 days 1.68 0.58 1.38 0.47 

14 days 1.77 0.59 1.50 0.49 

Table 1.4 Averaged accuracy of the trained CHSMM for 10 refrigerators consumption 

forecasting 

 
MNLR Regression ANN 

RMSE (kW) NRMSE RMSE (kW) NRMSE 

6 hours 0.08 0.34 0.10 0.37 

7 days 0.08 0.18 0.09 0.19 

14 days 0.08 0.16 0.09 0.17 

To achieve a scalable comparison, a greater number of appliances and a longer length of 

forecasting period are considered. Table 1.3 and Table 1.4 show the averaged accuracy for 10 A/Cs 

and refrigerators consumption forecasting within the different lengths of the forecasting period. 

As it can be seen in Table 1.3, CHSMM with regression ANN can always achieve lower RMSE 

and NRMSE in comparison to CHSMM with MNLR for A/C consumption prediction. In contrast, 

CHSMM with MNLR performs better than CHSMM with regression ANN for refrigerator 

consumption prediction. Under different lengths of forecasting period and more appliances, Table 

1.3 and Table 1.4 further confirm that the performance of CHSMM can be enhanced by selecting 

a proper training method based on the characteristics of the appliance. 

Table 1.5 Averaged computational time for the training CHSMM 

 MNLR (s) Regression ANN (s) 

A/C 3.1 3.4 

Refrigerator 4.1 3.8 

Training time is one of the important factors for appliance-level consumption modeling and 

forecasting in the residential area. Long training time is not preferred for an appliance-level 

forecasting model due to the large number of appliances in the residential area. Table 1.5 shows 

the average computational time comparison between two different training methods for CHSMM. 
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As it can be seen in Table 1.5, the training time of CHSMM is short for both methods. Moreover, 

the training time difference is small, which means that using different types of training methods to 

train CHSMM does not affect the training time a lot.  

Table 1.6 Accuracy comparison using different portion of consumption data to the train CHSMM 

 
Whole day Only 11:00 – 17:00 

RMSE (kW) NRMSE RMSE (kW) NRMSE 

A/C 1.41 0.38 1.40 0.38 

Refrigerator 0.04 0.26 0.04 0.26 

Moreover, Table 1.6 evaluates the impact of using data from different time intervals on the 

accuracy of the trained CHSMM. As it can be seen, the accuracy difference between using data 

for the whole day and only 11:00 – 17:00 data for training is similar to each other. Note that the 

testing period is 11:00 – 17:00 for both cases. This means that if one only care about certain periods 

of the day, e.g., the period of a DR program, they can only use data from that period for training, 

which can reduce the size of needed storage memory. 

1.4.2 Non-intrusive appliance-level load monitoring 

Appliance-level forecasting tool can help the utility improve their DSMS as shown in the previous 

subsection. The proposed forecasting algorithm needs historical appliance consumption data as 

input to predict the consumption of an appliance. However, the traditional smart meters can only 

provide the aggregated power consumption. One way to get the individual information of each 

appliance consumption is the non-intrusive load monitoring, which can decompose the aggregate 

power consumption, as provided by traditional smart meters, into its individual component 

appliances, without installing on-device monitoring equipment.  

This work considers one load disaggregation model to achieve the non-intrusive appliance-level 

load monitoring. The objective function of the proposed load disaggregation model is minimizing 

two terms as shown in (5). The constraints (6) ensure that the appliance can only operate at one 

operating mode at time <. H(<) denotes as the total household demand measure from smart meter 

at time <. B(*,/) denotes typical consumption level for appliance I at operating mode J. :* denotes 

as weights for appliance I. K denotes penalty weight. $(*,/,)) denotes as decision variable (binary) 

for appliance I at mode J at time <.  

min N∑ PH(<) − ∑ ∑ B1I,J2$1I,J,<23
/4!

5
*4! R

"
6
)4! S + K∑ ∑ ∑ :*U$(*,/,)(!) − $(*,/,))U6

)4"
3
/4! 	5

*4!         (5) 

∑ $1I,J,<23
/4! = 1                 (6) 

The first term minimizes the difference between measured demand and total appliances’ 

consumption at typical operating mode. The second term is a regularization term penalizing the 

appliances that not always switch their operating mode. The second term tells the load 
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disaggregation model that the frequency of the appliance switching its operating mode. The weight 

:*  can be calculated based on the frequency of the operating mode transition such as 
!

$789:;	=>	8=&:	);?$@*)*=$
. If the appliance generally has long duration at one mode (low frequency 

of mode transition, large :*), the term :*U$(*,/,)(!) − $(*,/,))UA would push the decision variable 

to be $(*,/,)(!) = $(*,/,)). Since the second term pushes the decision variable to follow the frequency 

of the operating mode transition, the penalty weight K is needed to tell the model how much we 

should push. 

Table 1.7 Accuracy of the load disaggregation model 

! Computational time (s) 
Accuracy 

refrigerator 
Accuracy AC Accuracy EV 

0 3.4 0.716 0.983 0.978 

10 49.8 0.716 0.988 0.985 

100 51.8 0.718 0.997 1.000 

1000 69.5 0.555 0.999 1.000 

Pecan Street 1-min data is used for testing the model [39] in this analysis. Three appliances are 

considered to evaluate the performance of the load disaggregation model, i.e., refrigerator, AC, 

and EV. Different penalty weight K are tested. The model is programmed in Python and solved by 

Gurobi. As can be seen in Table 1.7, when the penalty weight K is 0, which means that there is no 

second term in the objective function, the computational time is around 3.4 sec. 71.6% of 

refrigerator’s operating mode are correctly identified. 98.3% of AC’s operating mode are correctly 

identified. 97.8% of EV’s operating mode are correctly identified. It can also be observed that the 

computational time increases as the penalty weight K increases. In addition, as the penalty weight 

K increases, the accuracy of the load disaggregation model increases for identifying the operation 

model of AC and EV. However, when penalty weight K is set to be 1000. The accuracy of the 

model decreases to 55.5% for identifying the operating mode of the refrigerator. 

The load disaggregation model performs well in terms of the appliances with larger consumption. 

The refrigerator has smaller consumption compared to the consumption of AC or EV. The load 

disaggregation model may treat the small refrigerator consumption as noise produced by AC and 

EV. This can be reason why the accuracy of the model for refrigerator is low.  

 Conclusion 

This work proposes an approach to model the load and DERs uncertainty and characterization. In 

addition, the load disaggregation model and CHSMM are considered to monitor and forecast the 

appliance-level consumption.  

The simulation results of the proposed uncertainty modeling method show that the proposed 

approach can model and evaluate the uncertainty of the load and DERs via Gaussian distribution. 
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Moreover, the hypothesis of using Gaussian distribution has been checked by histogram and 

quantile-quantile plots, and Shapiro–Wilk test. In addition, exemplary figures show the hourly and 

15-min uncertainty for aggregate prosumers. DR uncertainty can also be evaluated via the 

proposed approach. 

Two different types of training methods are discussed in this work for the training of the duration 

transition model of CHSMM. The type of the training method needs to be carefully selected based 

on the characteristic of the appliance. CHSMM with regression-based training methods performs 

much better than CHSMM with classification-based training methods for the appliances with a 

large duration space and a huge number of possible durations. In contrast, classification-based 

training methods can be a better choice to achieve a higher accuracy of CHSMM for the appliances 

with a limited duration space and a nearly fixed running pattern. In addition, the training time of 

CHSMM is short and similar for both two types of training methods. Moreover, the prediction 

accuracy of models trained using data from similar prior time intervals is comparable with the 

prediction accuracy of models that use whole days of training data. The proposed load 

disaggregation has a high accuracy in terms of identifying the operating mode of the appliance 

with larger consumption. However, the accuracy of the model is not high enough for identifying 

the appliance with low consumption, e.g., refrigerator. 
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 Convex ACOPF for three-phase unbalanced system considering PV units 
with volt-var controller 

 Introduction 

The increasing penetration level of DERs is challenging the modern distribution network 

operation. IEEE Standards have been established to enhance power system operation and 

overcome challenges associated with integrating DERs in grid operation. SCC21 has developed 

IEEE Standard 1547-2018 for the interconnection and interoperability of DERs in distribution 

systems [9]. With the issued IEEE Standard 1547-2018, there is a need to update system 

operational tools to improve the representation of DERs in distribution operation. PV panels has 

been widely adopted in distribution systems. In addition, some adopted PV units have been 

installed with smart inverters that can adjust the power outputs of PV units and maintain the voltage 

within an acceptable range [9]. For example, excessive PV generation in distribution systems can 

lead to over-voltage issues, which can be mitigated via two options: (i) reactive power support 

under Q-V mode and (ii) active power curtailment of PV units. Thus, PV units with smart inverters 

constitute a set of dispatchable resources whose optimal operation can enhance the performance 

of distribution networks.  

The assumption of DC optimal power flow typically made in transmission systems is not valid due 

to the high R/X ratio of distribution feeders. In addition, distribution networks are commonly 

unbalanced, and the mutual coupling between the three phases cannot be ignored. Therefore, a 

three-phase unbalanced AC optimal power flow (ACOPF) model is essential for distribution 

system operational scheduling. However, the three-phase unbalanced ACOPF is highly nonlinear 

and non-convex. Directly solving a nonlinear and non-convex model is not preferred because of 

the quality of the solution and the computational requirements.  

Therefore, with the increasing penetration of DERs and the recommendations of IEEE standard 

1547-2018, there is an urgent need to formulate a convex three-phase unbalanced ACOPF that 

incorporates the dispatching and performance of DERs in distribution grids. 

 Literature review 

Recently, some research efforts have been conducted to formulate the convexified three-phase 

unbalanced ACOPF model. The SDP-based three-phase unbalanced ACOPF model in [40] is 

proposed and solved by alternating direction method of multipliers. Reference [41] proposes a 

chordal relaxation-based SDP model for ACOPF in unbalanced systems considering DERs and 

voltage regulation transformers (VRTs) and provides a tighter convex model for VRTs to mitigate 

solution inexactness. Reference [42] convexifies nonlinear three-phase unbalanced ACOPF 

through a moment relaxation-based SDP model with a two-stage hierarchical algorithm to obtain 

the exact feasible solution. The SDP-based ACOPF for an unbalanced system in [43] accounts for 

the mixture of wye and delta-connection loads, DERs, and step voltage regulators. 

The modeling of PV units in the distribution grid operation has been addressed in the literature. In 

[44]-[45], the active and reactive power and power factor limits of PV units are considered in 

optimal power flow (OPF). Reference [46] proposes three different control strategies with active 



18 

and reactive power limits for PV units to improve the voltage profile in distribution networks. 

However, the PV models in [44]-[46] may not satisfy IEEE standard 1547-2018 recommendations 

[9]. The DERs standard performance in IEEE standard 1547-2018 is studied in [47]. The authors 

of [47] formulate a decentralized approach to account for the standard characteristic in IEEE 

standard 1547-2018 for balanced systems. Reference [48] proposed a two-level Volt-VAr control 

scheme of PV units in which a 15-min dispatch and real-time adjustment are considered for PV 

units to enhance system operation. However, the unbalanced three-phase distribution grid 

characteristics are not well captured in [47]-[48]. To improve the modeling of DERs in system 

operational tools in unbalanced distribution grids, the project team incorporates the IEEE standard 

1547-2018 characteristic of PV units with two different convex three-phase unbalanced ACOPF 

models. 

 Convex ACOPF for three-phase unbalanced system considering PV units with volt-var 
controller 

The project team has proposed two convex ACOPF models for DERs scheduling in the unbalanced 

network: a convex second order cone programming (SOCP)-based ACOPF model, and a convex 

current-voltage (IV)-based ACOPF model. 

2.3.1 Convex ACOPF for three-phase unbalanced system: Two-stage Convex SOCP-based 
ACOPF Model 

In the three-phase unbalanced network, the complex power flow on the line -*/BC  from bus I to bus 

J at phase V can be calculated through the voltage W*B  multiplied by the conjugate of the line 

current (phasors are in bold font). The formulation of power flow of a three-phase line is shown in 

(7). 

-*/BC = W*B P∑ EW*B# − W/B#F'*/
BB#

B#∈E R
∗
       (7) 

where W*B is the voltage at bus I on phase V; '*/
BB#

 is the admittance of the path from bus I phase 

V  to bus J  phase VG ; note that '*/
BB

 indicates self-impedance of phase V  and '*/
BB# 	(V ≠ VG) 

indicates mutual impedances between phases V and VG with phasor W*B = Y*B∠[*B and '*/
BB# =

\*/
BB# + J]*/

BB#
. Y*B  and [*B  are the voltage magnitude and the voltage angle at bus I  phase V 

respectively. By substituting W*B and '*/
BB#

in (7), -*/BC  can be written as (8).  

-*/BC = Y*BY*BE\*/
BB − J]*/

BBF + ∑ Y*BY*B# Pcos [**
BB# + J sin [**

BB#R P\*/
BB# − J]*/

BB#RB#∈E\B −

∑ Pcos [*/
BB# + J sin [*/

BB#RY*B#Y/B# P\*/
BB# − J]*/

BB#RB#∈E      (8) 

Three auxiliary variables (9)-(11) are introduced to reformulate the nonlinear three-phase 

unbalanced formulation (8) and eventually convexify it in (12)-(14) and (16).  

`*/
BB# = Y*BY/B# cos [*/

BB#
       (9) 



19 

a*/
BB# = Y*BY/B# sin [*/

BB#
       (10) 

b*B = EY*BF
"
       (11) 

By substituting three auxiliary variables into (8), the active and reactive power flows on the line 

from bus I to bus J on phase V can be reformulated as a convex form (12)-(13). The relationship 

of the auxiliary variables `*/
BB#

 and .*/
BB#

 are presented via (14)-(15). 

c*/BC = \*/
BBb*B + ∑ P\*/

BB#`**
BB# + ]*/

BB#a**
BB#RB#∈E\B − ∑ P\*/

BB#`*/
BB# + ]*/

BB#a*/
BB#RB#∈E ,

∀IJV ∈ e        (12) 

f*/BC = −]*/
BBb*B + ∑ P\*/

BB#a**
BB# − ]*/

BB#`**
BB#RB#∈E\B − ∑ P\*/

BB#a*/
BB# − ]*/

BB#`*/
BB#RB#∈E ,

∀IJV ∈ e       (13) 

`*/
BB# = /̀*

B#B , a*/
BB# = −a/*

B#B
       (14) 

P`*/
BB#R

"
+ Pa*/

BB#R
"
= b*Bb/B#       (15) 

where c*/BC  and f*/BC  are active and reactive power flow on the line from bus I to bus J at phase V. 

The constraint (15) shows the exact relationship between auxiliary variables; however, it 

introduces non-convexity in the model. Therefore, the non-convex constraint (15) is relaxed as a 

convex SOC constraint in (16).  

P`*/
BB#R

"
+ Pa*/

BB#R
"
≤ b*Bb/B#       (16) 

A general three-phase unbalanced ACOPF can be formulated as a convex SOCP-based 

optimization problem as shown in (17)-(24) with the core constraints (12)-(14), (16). In this 

general model, the PV units without VVC are non-controllable. As a result, these PV units inject 

maximum available active power with zero reactive power into the distribution grid. 

min∑ hIcJI∀J∈I +∑ hLMEcN
LM − c*B,			*>	*B	O	P(N), F∀N∈Q      (17) 

∑ cJI∀J∈I(*B) + ∑ cN
LM

∀N∈Q(*B) = ∑ c*B,∀*B∈, + ∑ c*/BC∀/∈R(*B) , ∀IV ∈ i   (18) 

∑ fJI∀J∈I(*B) + ∑ fN
LM

∀N∈Q(*B) = ∑ f*B,∀*B∈, + ∑ f*/BC∀/∈R(*B) , ∀IV ∈ i   (19) 

cN
LM = cLM,N8?S , ∀ℎ ∈ k       (20) 

fN
LM = 0, ∀ℎ ∈ k       (21) 

EY*BC F
" ≤ b*B ≤ EY*BT F

", ∀IV ∈ i\n       (22) 

bJ = EYJF
", ∀\ ∈ n       (23) 

[J = [J@79 , ∀\ ∈ n       (24) 

where hI  and hLM are energy prices from bulk system and PV units. cJI  and cN
LM

 are the active 

power from the substation and PV unit. fJI  is the reactive power from the substation. c*B,  and f*B,  
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are the active and reactive power demand. cLM,N8?S
 is the maximum power point of the PV unit. Y*BT  

and Y*BC  are the upper and lower voltage limits. [J is the voltage angle.  

The objective function (17) minimizes the total system operating cost including the cost of energy 

purchased from the upstream wholesale market and the cost of solar generation surplus paid to PV 

owners. The active and reactive power balances at each node are constrained by (18)-(19). The 

VVC enables changing the active and reactive power output of PV units and provide voltage 

regulation service. For the PV units without VVC, the PV units’ active and reactive outputs are 

modeled as (20)-(21). Voltage limits of nodes are given by (22). Constraints (23)-(24) fix voltage 

magnitude and angle for nodes connected to the substation.  

However, the reformed formulations (12)-(14), (16) provide no guarantee of a correct and exact 

solution. One reason is that the mutual impedance of the three-phase line creates the virtual loops, 

which makes the network non-radial and complicates the determination of an exact solution using 

the SOCP-based formulations (12)-(14), (16). 

This work proposes new bounding constraints for auxiliary variables `*/
BB#

 and a*/
BB#

 to narrow 

down the feasible region, address the problems of virtual paths created by mutual impedances, and 

bound the terms associated with different phases via Taylor series approximation. The 

formulations (25)-(26) are linearized expressions of auxiliary variables `*/
BB#

 and a*/
BB#

 in (9)-(10) 

by applying the first-order Taylor series approximation.  

`*/
BB# = ob*B

())b/B#
()) P[*B

()) − [/B#
())R sin P[*B

()) − [/B#
())R +

U7$%#
(')

"U7)%
(')
cos P[*B

()) − [/B#
()) Rb*B +

U7)%
(')

"U7$%#
(') cos P[*B

()) − [/B´
())Rb/B# −ob*B

())b/B#
()) sin P[*B

()) − [/B#
()) R ([*B − [/B#)   (25) 

a*/
BB# = −ob*B

())b/B#
()) P[*B

()) − [/B#
()) R cos P[*B

()) − [/B#
())R +

U7$%#
(')

"U7)%
(')
sin P[*B

()) − [/B#
()) R b*B +

U7)%
(')

"U7$%#
(') sin P[*B

()) − [/B#
()) R b/B# +ob*B

())b/B#
()) cos P[*B

()) − [/B#
()) R ([*B − [/B#)   (26) 

Since Taylor series first-order expansion base points (e.g., b*B
())

 and [*B
())

) are introduced in (25)-

(26), those base points need to be iteratively updated in the SOCP-based ACOPF model to obtain 

an exact and feasible solution. In this regard, a two-stage algorithm is developed to solve the 

proposed three-phase unbalanced SOCP-based ACOPF model with new bounding constraints 

(25)-(26). 

A two-stage algorithm is proposed to solve the convex SOCP-based ACOPF. The convex ACOPF 

is solved in Stage 1.  
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Figure 2.1 Proposed two-stage algorithm for three-phase unbalanced SOCP-based ACOPF 

The overall two-stage algorithm is presented in Figure 2.1. The algorithm updates the Taylor series 

base points and adds SOC constraints if needed. Stage 1 starts from an initial point, which can be 

a flat start for all nodes with voltage magnitudes of the substation and voltage angles 0°, -120°, 
+120° for phases p, ] and `, respectively. Moreover, a power flow solution of voltage magnitudes 

and angles from a similar system condition can be used as an initial point. With the selected initial 

point, the initial Taylor series base points (i.e., b*B
())

 and [*B
())

) can be calculated for the linearized 

constraints (25)-(26). Then, Stage 1 goes into the loop to make the voltage magnitudes and angles 

converged. In the first iteration of the loop, the initial Taylor series base points are used to update 

linearized constraints (25)-(26) and the convex SOCP-based ACOPF (12)-(14), (17)-(24) is solved. 

After obtaining the solution of the convex ACOPF model (12)-(14), (17)-(24), new Taylor series 

base points are calculated based on the obtained solution to prepare for the update in the next 

iteration. If the updated voltage magnitudes and angles are close enough to the previous values 

between iterations, the update of the Taylor series base points has converged. In that case, the 

algorithm can proceed to Stage 2. Otherwise, Stage 1 continues to update Taylor series base points 

in the loop until they meet the tolerance criterion. This work considers tolerance criterion to be 

1×10-3 p.u. in the case study. In Stage 2, the absolute SOC relaxation errors b*Bb/B# − P`*/
BB#R

"
−

Start from a given point (e.g., a flat start or power flow solution)

Stage 1

Calculate the base point for Taylor expansion series

Update linearized constraints

Set iteration number t = 0

Increase the iteration number: t = t + 1

Solve the convex ACOPF

Update the base point for Taylor expansion series using the solution

Voltage magnitudes
and angles converged?

No

Yes

Relaxation errors large?

End

No

Yes

Stage 2

Add SOCP convex constraints to the model if not added
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Pa*/
BB#R

"
 are checked. If the absolute relaxation errors are minor, i.e., less than 2×10-6 p.u., the 

algorithm stops and provides the obtained solution. Otherwise, the SOC constraint (16) is added, 

and the algorithm goes back to Stage 1.  

2.3.2 Convex ACOPF for three-phase unbalanced system: Convex IV-based ACOPF 
Model 

An unbalanced distribution network with a graph representation of q = (r,ℋ) is considered, 

where r is a set of buses and ℋ is a set of distribution lines. Every bus and line in q can have three 

phases, i.e., set t = {p, ], `}. In the proposed formulation, the inverse of $  is represented by 

($)(!. The voltage difference over a three-phase distribution line ℒ ∈ ℋ in phase V is formulated 

based on the self and mutual impedances and admittances of the line as follows:  

Y$
B − Y8

B = vℒ
B,Bwℒ

B +∑ vℒ
B,Lwℒ

L
L∈X,LYB − !

"
	∑ vℒ

B,LE∑ !ℒ
L,#Y$##∈X FL∈X , ∀	V ∈ t, ℒ ∈ ℋ (27) 

where line ℒ  connects bus 0  to bus x . The current from bus 0  to bus x  in the phase V  of a 

distribution line is defined based on (28) as follows: 

wℓ
B	 = Evℓ

B,BF
(!
yY$

B − Y8
B − ∑ vℓ

B,LEwℓ
LF + !

"
∑ vℓ

B,L
L∈X E∑ !ℓ

L,#Y$##∈X FL∈X,LYB z , ∀	V ∈ t, ℒ ∈
ℋ            (28) 

As illustrated in (28), the current in the three-phase distribution line ℒ in the phase V is obtained 

not only based on voltage, impedance, and admittance values of the phase V but also on the voltage 

of the other phases as a result of the mutual impedances and admittances between the phase V and 

the other two phases of the line. The real and imaginary parts of the current in phase V of line ℒ ∈
ℋ (i.e., wℒ

B
 in (28)) are given in (29)-(30), respectively. 

wℓ
;,B = E{ℓ

B,BF
(!
yY$

;,B − Y8
;,B − ∑ {ℓ

B,L
L∈X,LYB wℓ

;,L − !

"
∑ {ℓ

B,L
L∈X E∑ !ℓ

L,#
#∈X Y$*8,#F +

∑ |ℓ
B,L Pwℓ

*8,L − !

"
∑ !ℓ

L,#
#∈X Y$;,#RL∈X z , ∀	V ∈ t, ℒ ∈ ℋ     (29) 

wℓ
*8,B = E{ℓ

B,BF
(!
yY$

*8,B − Y8
*8,B − ∑ {ℓ

B,Lwℓ
*8,L + !

"
∑ {ℓ

B,LE∑ !ℓ
L,#

#∈X Y$;,#FL∈X −L∈X,LYB

∑ |ℓ
B,L Pwℓ

;,L + !

"
∑ !ℓ

L,#
#∈X Y$*8,#RL∈X z , ∀	V ∈ t, ℒ ∈ ℋ     (30) 

The components of the injected current in phase V of bus 0 is shown in (31)-(32), where }(0) is 

set of lines connected to bus 0.  

w$
;,B = ∑ wℒ

;,B	, ∀ℒO[($) V ∈ t, 0 ∈ r                                                                                       (31) 

w$
*8,B = ∑ wℒ

*8,B	, ∀ℒO[($) V ∈ t, 0 ∈ r                                                                                   (32) 

DERs, e.g., solar panels, are connected to the system via distribution transformers. For phase V of 

bus 0 ∈ r, the power balance formulations are given in (33)-(34). 
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∑ cJ,BI∀JOJ($) − ∑ 6L,',B − ∑ ~e;,B6\∀;O\($) = Y$
;,Bw$

;,B +∀'O'($) Y$
*8,Bw$

*8,B , ∀	V ∈ t, 0 ∈ r 

             

            (33) 

∑ fJ,BI∀JOJ($) + ∑ f],B^∀]O^($) − ∑ 6_,',B = Y*
*8,?w*

;,? − Y*
;,?w*

*8,?
∀'O'($) , ∀	V ∈ t, 0 ∈ r  

            (34) 

where ~e;,B6\ , cJ,BI , fJ,BI , 6L,',B, 6_,',B, and f],B^  are no load loss of transformer � at phase	V,active 

and reactive power of DER \ at phase	V, active and reactive power of load = at phase	V, and 

reactive power of capacitor unit ` at phase	V, respectively.  

The power balance equations (33)-(34) are nonlinear due to the products of current and voltage 

variables. An iterative first-order approximation of the Taylor expansion has been utilized to 

develop the linear model of (35)-(36) as follows: 

∑ cJ,BI∀JOJ($) − ∑ 6L,',B − ∑ ~e;,B6\∀;O\($) =∀'O'($) Y$,*)(!
;,B w$

;,B + Y$,*)(!
*8,B w$

*8,B + w$,*)(!
;,B Y$

;,B +

w$,*)(!
*8,B Y$

*8,B − Y$,*)(!
;,B 	w$,*)(!

;,B − Y$,*)(!
*8,B 	w$,*)(!

*8,B , ∀	V ∈ t, 0 ∈ r    (35) 

∑ fJ,BI∀JOJ($) + ∑ f],B^∀]O^($) − ∑ 6_,',B = Y$,*)(!
*8,B w$

;,B − Y$,*)(!
;,B w$

*8,B + w$,*)(!
;,B Y$

*8,B −∀'O'($)

w$,*)(!
*8,B Y$

;,B − Y$,*)(!
*8,B 	w$,*)(!

;,B + Y$,*)(!
;,B 	w$,*)(!

*8,B , ∀	V ∈ t, 0 ∈ r     (36) 

where Y$,*)(!
;,B , Y$,*)(!			

*8,B , w$,*)(!
;,B

 and w$,*)(!
*8,B

 are outputs of the previous iteration (i.e., I< − 1) and are 

considered as input parameters in the current iteration. These linearized formulations are also 

utilized here. The voltage magnitude constraints for bus 0 at phase V is given in (37)-(38).  

0.95 ≤ Y$
B ≤ 1.05, ∀V ∈ t, 0 ∈ r        (37) 

Y$
B = oY$

;,B" + Y$
*8,B", ∀V ∈ t, 0 ∈ r       (38) 

Constraint (38) is linearized as shown in (39). 

Y$
B = *̀,)',-

.,%

a *̀,)',-
.,% /

% *̀,)',-
)0,% /

Y$
;,B + *̀,)',-

)0,%

a *̀,)',-
.,% /

% *̀,)',-
)0,% /

Y$
*8,B , ∀V ∈ t, 0 ∈ r   (39) 

The proposed accurate IV-based ACOPF can be used for different distribution system studies by 

considering different objective functions, e.g., minimizing operation cost, minimizing 

measurements error. In most of the prior distribution ACOPF models, such as the DistFlow model, 

line flow constraints are nonlinear, which are linearized by ignoring line losses in the distribution 

systems. In the proposed ACOPF model, not only are line losses modeled but also the line flow 

constraints are inherently linear.  
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2.3.3 Q-V curve modeling of PV units with VVC in convex ACOPF 

The project team has developed formulations to characterize Q-V curve (from IEEE 1547-2018 

standard; Figure 2.2) of the PV units with VVC in the ACOPF. The constraints representing this 

Q-V characteristic are shown in (40)-(50), where f8?S = f! = −fb and Y! − Yb are represented 

using Ç! − Çb, i.e., the equivalent auxiliary form, in the proposed SOCP-based ACOPF model. 

 

Figure 2.2 Q-V characteristic of PV units with VVC 

The project team has proposed two different models to incorporate Q-V characteristic of PV units 

having VVC in the proposed two ACOPF models: (A) default setpoints from IEEE 1547-2018 

standard and (B) co-optimized setpoints based on allowable range of IEEE 1547-2018 standard. 

The Q-V characteristic of PV units having VVC with Ç! − Çb and f8?S to be default setpoints 

are modeled as (40)-(50). Note that the binary variable 8!, 8", 8c, 8b, 8d  are defined for each 

operating zone. 

§ First if-then equation (zone 1): 

Ç*,S ≤ Ç! +É8!          (40) 

−É8! ≤ f*,Se` − f*,S
e`,8?S ≤ É8!        (41) 

§ Second if-then equation (zone 2): 

−É8" + Ç! ≤ Ç*,S ≤ Ç" +É8"        (42) 

−É8" ≤ f*,Se` −
f),1
23,041

T/(T-
EÇ" − Ç*,SF ≤ É8"       (43) 

§ Third if-then equation (zone 3): 

−É8c + Ç" ≤ Ç*,S ≤ Çc +É8c        (44) 
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−É8c ≤ f*,Se` ≤ É8c          (45) 

§ Fourth if-then equation (zone 4): 

−É8b + Çc ≤ Ç*,S ≤ Çb +É8b        (46) 

−É8b ≤ f*,Se` −
f),1
23,041

T5(T6
EÇ*,S − ÇcF ≤ É8b       (47) 

§ Fifth if-then equation (zone 5): 

−É8d + Çb ≤ Ç*,S          (48) 

−É8d ≤ f*,Se` + f*,S
e`,8?S ≤ É8d        (49) 

§ Mutually exclusive constraint for if-then constraints 

8! + 8" + 8c + 8b + 8d ≤ 4         (50) 

Also, for PV units with VVC, constraints (51)-(58) are added to the model. Constraints (55)-(58) 

are defined based on IEEE 1547 standard where Y;:> considered to be 1. 

f$,Be`
" + c$,Be`

" ≤ Ö
e*,%
23,041

eg*,%
0)* Ü

"

         (51) 

cM,Be` ≤ c$,B
e`,?M?

          (52) 

0 ≤ fLM,$,B8?S <
e*,%
23,041

eg*,%
0)*           (53) 

−fLM,$,B8?S ≤ f$,Be` < fLM,$,B8?S
         (54) 

Y;:> − 0.18 ≤ Y!,$,B < Y",$,B − 0.02        (55) 

Y;:> − 0.03 ≤ Y",$,B < Y;:>         (56) 

Y;:> ≤ Yc,$,B < Y;:> + 0.03         (57) 

Yc,$,B + 0.02 ≤ Yb,$,B < Y;:> + 0.18        (58) 

The project team has extended the proposed IV-based and SOCP-based ACOPF models to identify 

the setpoints (Ç! − Çb and f8?S) of VVC in the Q-V characteristic of PV unit (Figure 2.2) within 

the allowable range of IEEE 1547-2018 standard.  Co-optimizing the setpoints of VVC results in 

non-linear formulations in (43) and (47). Taylor expansion is introduced to linearize these 

formulations (43) and (47) as (59) and (60), respectively. 
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−É8" ≤ f*,Se` −
T/,)1
' (T)1

'

T/,)1
' (T-,)1

' fLM,*S8?S +
f78,)1
041,,'

T/,)1
' (T-,)1

' Ç*,S −
f78,)1
041,,'1T/,)1

' (T)1
' 2

1T/,)1
' (T-,)1

' 2
/ Ç!,*S +

f78,)1
041,,'1T-,)1

' (T)1
' 2

1T/,)1
' (T-,)1

' 2
/ Ç",*S ≤ É8"         (59) 

−É8b ≤ f*,Se` −
1T)1

' (T5,)1
' 2

T5,)1
' (T6,)1

' fLM,*S8?S −
f78,)1
041,,'

T5,)1
' (T6,)1

' Ç*,S +
f78,)1
041,,'1T)1

' (T6,)1
' 2

1T5,)1
' (T6,)1

' 2
/ Çc,*S −

f78,)1
041,,'1T)1

' (T5,)1
' 2

1T5,)1
' (T6,)1

' 2
/ Çb,*S ≤ É8b         (60) 

2.3.4 Result: Q-V curve modeling of PV units with Volt-Var controller in IV-based 
ACOPF:  

The proposed IV-based ACOPF formulation is a convex model, which minimizes operation cost. 

The proposed model is tested on both primary and secondary feeder of the utility partner feeder 

with 10588 buses, 7943 lines, 742 nodes with PV units, 1737 load nodes. The proposed model is 

tested on March 15, 2019, 2 pm with overvoltage issues. In order to evaluate performance of the 

model with considering shunt elements of distribution lines, 110 nodes equipped with PV units 

with VVC.  

The obtained co-optimized setpoints of PV units with VVC are validated using OpenDSS software. 

Voltage magnitude of all buses in OpenDSS based on co-optimized setpoints of PV units with 

VVC is compared with the results of IV-based ACOPF in Figure 2.3. It can be observed that 

voltage magnitude of all nodes obtained by the proposed IV-based ACOPF matches with 

OpenDSS, which implies that the proposed IV-based ACOPF approach models an unbalanced 

distribution system with mutual impedance, shunt elements, and detailed model of DERs and 

transformers accurately.  

 

Figure 2.3 Voltage magnitude comparison of all buses in OpenDSS and IV-based ACOPF based 

on co-optimized setting of PV units with VVC. 
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Also, the results of the IV-based ACOPF based on default setting and co-optimized setting of Q-

V curve are compared with different numbers of PV units with VVC. In the default setting, set 

points of PV units with VVC are considered as parameter based on IEEE 1547 standard. In this 

regard, Y!,$,B , Y",$,B , Yc,$,B , Yb,$,B  are considered to be 0.94, 0.98, 1.02, and 1.06. fLM,$,B8?S
 is 

defined based on rating of the PV units. Table 1.8 and Table 1.9 show the comparison of two 

models. 

Table 2.1 Comparison of the active power curtailment and cost saving of default and co-

optimized settings of PV units with VVC. 

NO. of 
nodes with 

PV and 
VVC 

∑ Pmax of 
PV (kW) 

Default setpoints Co-optimized setpoints 

Cost saving 
(%) 

∑ active 
power 

curtailment 
(kW) 

% active 
power 

curtailment 

∑ active 
power 

curtailment 
(kW) 

% active 
power 

curtailment 

85 589.05 77 13.07 6.83 1.16 5.32 

80 562.2 242.25 43.09 64.3 11.44 15.42 

75 534.4 272 50.90 67.93 12.71 18.17 

70 506.85 308.35 60.84 78.55 15.50 21.11 

Table 2.2 Comparison of the reactive power output and Qmax of default and co-optimized 

settings of PV units with VVC. 

NO. of nodes 
with PV and 

VVC 

Default setpoints Co-optimized setpoints 

∑ reactive power 
of PV (kVAR) 

∑ Qmax of 
PV (kVAR) 

∑ reactive power 
of PV (kVAR) 

∑ Qmax of PV 
(kVAR) 

85 -313.8 468.8 -417.95 565.90 

80 -276.2 447.65 -495.75 575.95 

75 -259.2 426.1 -487.65 538.85 

70 -242 404.2 -471 531.71 

 

It can be seen in Table 1.8 that active power curtailment of PV units with VVC in the co-optimized 

model is less than the default model under different number of nodes with PV units with VVC. 
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The amount of cost saving by considering co-optimized model versus default model is also shown 

in Table 1.8. Since the cost of purchasing active power from PV units is cheaper than substation, 

the operation cost reduces with less PV curtailment. It is shown in Table 1.8 that the amount of 

cost saving in all cases are more than 5% cost saving. It is also shown in Table 1.9 that the total 

amount of absorbed reactive power and Qmax setpoint of Q-V curve of all PV units with VVC is 

larger in the co-optimized model compared to the default model, while co-optimized model also 

curtails less active power of PV units with VVC.  

Moreover, the dynamic analyses are conducted via a DLL in OpenDSS. The Q-V characteristic of 

PV units with VVC is programmed and developed in a DLL file and called by OpenDSS. The 

details of these dynamic models for PV units with VVC are shown in [50]. In all of the case studies, 

the system is stable with given co-optimized setpoints obtained using IV-based ACOPF. The 

dynamic response of one of PV units with VVC in the case of 85 nodes with PV unit and VVC is 

shown in Figure 2.4. At time 0.02 seconds VVC of PV units is activated with given co-optimized 

setpoints. 

 

                        (a)    (b)    (c) 

Figure 2.4 (a) Voltage magnitude, (b) active power, and (c) reactive power output of one of PV 

units with VVC 

2.3.5 Result: Q-V curve modeling of PV units with VVC in SOCP-based ACOPF:  

Both default setpoints and co-optimized setpoints for the SOCP-based ACOPF models are tested 

on the primary distribution system of the utility partner feeder data. The results are shown in Table 

1.10 - Table 1.12. Table 1.10 and Table 1.11 demonstrate the exactness of the obtained solution 

via the sufficiently small relaxation and linearization error of the proposed SOCP-based ACOPF 

model. Table 1.12 shows the comparison between SOCP-based ACOPF with default and co-

optimized setpoints.  
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Table 2.3 Maximum relaxation and linearization error of the SOCP-based ACOPF with default 

setpoints modeling of VVC. 

Default setpoints 

NO. of VVC 

Max absolute 

Ç*S difference 

(p.u.) 

Max absolute 

linearization 

error for {*/Sh 

(p.u.) 

Max absolute 

linearization 

error for w*/Sh 

(p.u.) 

Max SOC 

error (p.u.) 

7 2.4E-03 5.0E-06 3.4E-06 1.1E-05 

8 9.3E-05 5.1E-08 9.8E-08 1.1E-07 

9 1.0E-04 5.1E-08 9.8E-08 1.1E-07 

10 2.4E-04 5.1E-08 9.8E-08 1.1E-07 

11 3.9E-04 9.4E-08 9.8E-08 2.0E-07 

12 5.8E-04 2.7E-07 2.0E-07 5.8E-07 

Table 2.4 Maximum relaxation and linearization error of the SOCP-based ACOPF with co-

optimized setpoints modeling of VVC. 

Co-optimized setpoints 

NO. of VVC 

Max absolute 

Ç*S 

difference 

(p.u.) 

Max absolute 

linearization 

error for 

{*/Sh (p.u.) 

Max absolute 

linearization 

error for w*/Sh 

(p.u.) 

Max SOC 

error (p.u.) 

Max absolute 

linearization 

error for Q-V 

characteristic 

(kvar) 

7 8.8E-04 3.5E-07 2.0E-07 7.6E-07 0.33 

8 4.8E-04 1.8E-07 1.0E-07 3.9E-07 0.36 

9 7.9E-04 6.8E-08 9.6E-08 1.5E-07 0.27 

10 5.3E-04 1.0E-06 9.8E-08 2.3E-06 0.20 

11 1.2E-03 1.9E-07 1.6E-07 4.2E-07 0.16 

12 1.2E-03 2.1E-07 1.7E-07 4.5E-07 0.21 

Table 2.5 Comparison of the SOCP-based ACOPF with default and co-optimized setpoints. 

NO. of 

VVC 

Default setpoints Co-optimized setpoints 

Cost-

saving 

(%) 

Active 

power 

from PV 

(kW) 

% Active 

power 

curtailment 

Reactive 

power 

from PV 

(kVAr) 

Active 

power 

from PV 

(kW) 

% Active 

power 

curtailment 

Reactive 

power 

from PV 

(kVAr) 

7 91.2 47% -82.9 131.8 23% -141.8 6.5% 

8 113.8 41% -93.6 158.1 17% -122.8 6.4% 

9 153.9 28% -107.1 196.5 8% -138.7 6.9% 

10 182.8 23% -117.9 229.1 3% -141.2 5.9% 

11 217.9 16% -131.1 259.0 0% -153.1 5.6% 

12 238.5 13% -139.7 274.1 0% -153.2 5.2% 
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The project team has studied the active and reactive power output for each PV unit having VVC. 

Figure 2.5 and Figure 2.6 show the active and reactive power output comparison of 8 PV units 

having VVC. 

 

Figure 2.5 Active power comparison of 8 PV units having VVC for default and co-optimized 

setpoints models. 

 

Figure 2.6 Reactive power comparison of 8 PV units having VVC for default and co-optimized 

setpoints models. 

The project team also conducts dynamic simulation to evaluate the system stability for the co-

optimized setpoints. Figure 2.7 and Figure 2.8 present the dynamic simulation results for voltage 

and reactive power outputs. For this simulation, VVC are activated at 0.2 second and load has 

changed at 0.5 second. The dynamic simulation shows that the co-optimized setpoints would not 

cause any stability issue in the system. 
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Figure 2.7 Voltage result of the dynamic simulation for the co-optimized setpoints. 

 

Figure 2.8 Reactive power result of the dynamic simulation for the co-optimized setpoints 

 Conclusion 

In this work, two convex ACOPF models are proposed for three-phase unbalanced distribution 

systems. For the SOCP-based ACOPF model, a two-stage iterative-based algorithm is developed 

to solve the proposed SOCP-based ACOPF. The Taylor series approximation is employed to create 

a linear relationship among the auxiliary variables to make the SOCP-based approach suitable for 

unbalanced distribution systems. For the IV-based ACOPF model, Taylor series expansion 

approach is used to linearize the nonlinear power balance injection constraints in the proposed IV-

based ACOPF model. The Q-V characteristics of PV units with VVC is considered based on the 

guidance of IEEE Standard 1547-2018. The proposed IV-based and SOCP-based ACOPF is 

extended to account for the Q-V characteristic of PV units with VVC with default and optimal 

settings. 

The simulation results of the proposed two convex ACOPF model show that the proposed models 

can accurately capture the characteristics of the three-phase unbalanced network. The Q-V 
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characteristic of PV units with VVC is well represented in the two ACOPF models. Besides, the 

results of the MISOCP-based and IV-based ACOPF models show that the system operation can 

be improved if settings of VVC are co-optimized in the model due to the flexibility of the optimal 

settings model to adjust the reactive power output of PV units. The dynamic simulation results 

confirm that the optimal settings are valid and cause no stability concern for the distribution 

system. 

 

 

 



33 

References 

[1]  Use of energy explained, U.S. Energy Information Administration, Washington, D.C., US, 

Accessed: 2022. [Online]. Available: https://www.eia.gov/energyexplained/use-of-

energy/. 

[2]  C. W. Gellings, “The Concept of Demand-Side Management for Electric Utilities,” 

Proceedings of the IEEE, vol. 73, no. 10, pp. 1468-1470, 1985.  

[3]  S. Welikala, C. Dinesh, M. P. B. Ekanayake, R. I. Godaliyadda and J. Ekanayake, 

“Incorporating Appliance Usage Patterns for Non-Intrusive Load Monitoring and Load 

Forecasting,” IEEE Transactions on Smart Grid, vol. 10, no. 1, pp. 448-461, 2019. 

[4]  Automated Demand Response, Pacific Gas and Electric, San Francis-co, CA, USA. 

Accessed: 2022. [Online]. Available: 

https://www.pge.com/pge_global/common/pdfs/save-energy-money/energy-

management-programs/demand-response-programs/automated-demand-response-

incentive/Retail-Fact-Sheet.pdf. 

[5]  Smart Thermostat program, Consolidated Edison Company of New York Inc., New York, 

NY, USA. Accessed: 2022. [Online]. Available: https://www.coned.com/en/save-

money/rebates-incentives-tax-credits/rebates-incentives-tax-credits-for-residential-

customers/bring-your-thermostat-and-get-$85. 

[6]  EnergyWise Home, Duke Energy Corporation, Charlotte, NC, USA.  Accessed: 2019. 

[Online]. Available: https://www.duke-energy.com/home/products/energywise-home. 

[7]  SRP Business Demand Response, Salt River Project, AZ, USA. Acce-ssed: 2022. [Online]. 

Available: 

https://srpnet.com/electric/business/demandresponse/default.aspx?utm_campaign=33150

2&utm_medium=ps&utm_source=goog&utm_id=2692674530. 

[8] Y. Ji, E. Buechler and R. Rajagopal, “Data-Driven Load Modeling and Forecasting of 

Residential Appliances,” IEEE Transactions on Smart Grid, vol. 11, no. 3, pp. 2652-2661, 

2020.  

[9] “IEEE Standard for Interconnection and Interoperability of Distributed Energy Resources 

with Associated Electric Power Systems Interfaces,” IEEE Std 1547-2018 (Revision of 
IEEE Std 1547-2003), pp.1-138, 2018. 

[10]  X. Fang, B. -M. Hodge, E. Du, C. Kang and F. Li, “Introducing Uncertainty Components 

in Locational Marginal Prices for Pricing Wind Power and Load Uncertainties,” IEEE 
Transactions on Power Systems, vol. 34, no. 3, pp. 2013-2024, May 2019. 

[11]  D. T. Nguyen, “Modeling Load Uncertainty in Distribution Network Monitoring,” IEEE 
Transactions on Power Systems, vol. 30, no. 5, pp. 2321-2328, Sept. 2015. 

[12]  S. W. Heunis and R. Herman, “A probabilistic model for residential consumer loads,” IEEE 
Transactions on Power Systems, vol. 17, no. 3, pp. 621-625, Aug. 2002. 

[13]  X. Fang, B. Hodge, E. Du, C. Kang and F. Li, “Introducing Uncertainty Components in 

Locational Marginal Prices for Pricing Wind Power and Load Uncertainties,” IEEE 
Transactions on Power Systems, vol. 34, no. 3, pp. 2013-2024, May 2019 

[14]  A. Arefi, G. Ledwich and B. Behi, “An Efficient DSE Using Conditional Multivariate 

Complex Gaussian Distribution,” IEEE Transactions on Smart Grid, vol. 6, no. 4, pp. 

2147-2156, July 2015. 



34 

[15]  R. Billinton and D. Huang, “Effects of Load Forecast Uncertainty on Bulk Electric System 

Reliability Evaluation,” IEEE Transactions on Power Systems, vol. 23, no. 2, pp. 418-425, 

May 2008. 

[16]  Y. Huang, Q. Xu, C. Hu, Y. Sun and G. Lin, “Probabilistic State Estimation Approach for 

AC/MTDC Distribution System Using Deep Belief Network With Non-Gaussian 

Uncertainties,” IEEE Sensors Journal, vol. 19, no. 20, pp. 9422-9430, 15 Oct.15, 2019. 

[17]  M. Nijhuis, M. Gibescu and S. Cobben, “Gaussian Mixture Based Probabilistic Load Flow 

For LV-Network Planning,” IEEE Transactions on Power Systems, vol. 32, no. 4, pp. 

2878-2886, July 2017. 

[18]  M. Jiang et al., “Estimation of Operation Cost of Residential Multiple Energy System 

Considering Uncertainty of Loads and Renewable Energies,” IEEE Access, vol. 9, pp. 

4874-4885, 2021. 

[19]  L. S. Neves and L. F. Costa Alberto, “On The Computation of The Locally Closest 

Bifurcation Point Considering Loading Uncertainties and Reactive Power Limits,” IEEE 
Transactions on Power Systems, vol. 35, no. 5, pp. 3885-3894, Sept. 2020. 

[20]  M. Sun, T. Zhang, Y. Wang, G. Strbac and C. Kang, “Using Bayesian Deep Learning to 

Capture Uncertainty for Residential Net Load Forecasting,” IEEE Transactions on Power 
Systems, vol. 35, no. 1, pp. 188-201, Jan. 2020. 

[21]  Y. Wang, Q. Chen, N. Zhang and Y. Wang, “Conditional Residual Modeling for 

Probabilistic Load Forecasting,” IEEE Transactions on Power Systems, vol. 33, no. 6, pp. 

7327-7330, Nov. 2018. 

[22]  D. Han, T. Lin, Y. Liu, J. Ma and G. Zhang, “Uncertainty analysis of load model based on 

the sparse grid stochastic collocation method,” 2014 IEEE PES T&D Conference and 
Exposition, Chicago, IL, USA, pp. 1-5, 2014. 

[23]  B. Wang, Y. Li and J. Watada, “Supply Reliability and Generation Cost Analysis Due to 

Load Forecast Uncertainty in Unit Commitment Problems,” IEEE Transactions on Power 
Systems, vol. 28, no. 3, pp. 2242-2252, Aug. 2013. 

[24]  L. S. Neves and L. F. Costa Alberto, “On The Computation of The Locally Closest 

Bifurcation Point Considering Loading Uncertainties and Reactive Power Limits,” IEEE 
Transactions on Power Systems, vol. 35, no. 5, pp. 3885-3894, Sept. 2020. 

[25]  G. Hou and V. Vittal, “Trajectory Sensitivity Based Preventive Control of Voltage 

Instability Considering Load Uncertainties,” IEEE Transactions on Power Systems, vol. 

27, no. 4, pp. 2280-2288, Nov. 2012. 

[26] G. Mohi Ud Din, A. U. Mauthe and A. K. Marnerides, “Appliance-level Short-Term Load 

Forecasting Using Deep Neural Networks,” 2018 International Conference on Computing, 
Networking and Communications (ICNC), pp. 53-57, 2018. 

[27] J. Ramesh, A. R. Al-Ali, A. Al Nabulsi, A. Osman and M. Shaaban, “Deep Learning 

Approach for Smart Home Appliances Monitoring and Classification,” 2022 IEEE 
International Conference on Consumer Electronics (ICCE), pp. 1-5, 2022. 

[28] H. M. Malik, N. Salem and M. S. AlSabban, “A Comparative Study on the Performance 

of Hidden Markov Model in Appliance Modeling,” 2021 5th International Conference on 
Power and Energy Engineering (ICPEE), pp. 145-152, 2021. 

[29] A. Albert and R. Rajagopal, “Smart Meter Driven Segmentation: What Your Consumption 

Says About You,” IEEE Transactions on Power Systems, vol. 28, no. 4, pp. 4019-4030, 

2013. 



35 

[30] Z. Guo, Z. J. Wang and A. Kashani, “Home Appliance Load Modeling From Aggregated 

Smart Meter Data,” IEEE Transactions on Power Systems, vol. 30, no. 1, pp. 254-262, 

2015. 

[31] W. Kong, Z. Y. Dong, D. J. Hill, J. Ma, J. H. Zhao and F. J. Luo, “A Hierarchical Hidden 

Markov Model Framework for Home Appliance Modeling,” IEEE Transactions on Smart 
Grid, vol. 9, no. 4, pp. 3079-3090, 2018. 

[32]  Mengistu, Million Abayneh, et al. “A Cloud-Based On-Line Disaggregation Algorithm for 

Home Appliance Loads.” IEEE Transactions on Smart Grid, vol. 10, no. 3, IEEE, 2019, 

pp. 3430–39. 

[33]  Dash, Shitikantha, et al. “An Appliance Load Disaggregation Scheme Using Automatic 

State Detection Enabled Enhanced Integer Programming.” IEEE Transactions on 
Industrial Informatics, vol. 17, no. 2, IEEE, 2021, pp. 1176–85. 

[34]  Liu, Yanchi, et al. “Admittance-Based Load Signature Construction for Non-Intrusive 

Appliance Load Monitoring.” Energy and Buildings, vol. 171, Elsevier B.V, 2018, pp. 

209–19. 

[35]  Wang, Huijuan, and Wenrong Yang. “An Iterative Load Disaggregation Approach Based 

on Appliance Consumption Pattern.” Applied Sciences, vol. 8, no. 4, MDPI, 2018, p. 542. 

[36]  S. Zeinal-Kheiri, A. M. Shotorbani and B. Mohammadi-Ivatloo, “Residential Load 

Disaggregation Considering State Transitions,” IEEE Transactions on Industrial 
Informatics, vol. 16, no. 2, pp. 743-753, Feb. 2020. 

[37]  D. Piga, A. Cominola, M. Giuliani, A. Castelletti and A. E. Rizzoli, “Sparse Optimization 

for Automated Energy End Use Disaggregation,” IEEE Transactions on Control Systems 
Technology, vol. 24, no. 3, pp. 1044-1051, May 2016, doi: 10.1109/TCST.2015.2476777. 

[38]  Kong, Weicong, et al. “An Extensible Approach for Non-Intrusive Load Disaggregation 

With Smart Meter Data.” IEEE Transactions on Smart Grid, vol. 9, no. 4, IEEE, 2018, pp. 

3362–72. 

[39] Pecan Street Dataport, Pecan Street Inc, Austin, TX, USA, 2019. [Online]. Available: 

https://dataport.pecanstreet.org/. 

[40] E. Dall'Anese, H. Zhu and G. B. Giannakis, “Distributed Optimal Power Flow for Smart 

Microgrids,” IEEE Transactions on Smart Grid, vol. 4, no. 3, pp. 1464-1475, 2013. 

[41] Y. Liu, J. Li, L. Wu and T. Ortmeyer, “Chordal Relaxation Based ACOPF for Unbalanced 

Distribution Systems With DERs and Voltage Regulation Devices,” IEEE Transactions on 
Power Systems, vol. 33, no. 1, pp. 970-984, 2018. 

[42] Y. Liu, J. Li and L. Wu, “Distribution System Restructuring: Distribution LMP via 

Unbalanced ACOPF,” IEEE Trans. on Smart Grid, vol. 9, no. 5, pp. 4038-4048, 2018. 

[43] I. Alsaleh, L. Fan and M. Bazrafshan, “Extended Radial Distribution ACOPF Model: 

Retrieving Exactness via Convex Iteration,” IEEE Transactions on Power Systems, vol. 

36, no. 6, pp. 4967-4978, 2021. 

[44] E. Dall'Anese, S. V. Dhople and G. B. Giannakis, “Photovoltaic Inverter Controllers 

Seeking AC Optimal Power Flow Solutions,” IEEE Transactions on Power Systems, vol. 

31, no. 4, pp. 2809-2823, 2016. 

[45] E. Dall’Anese, S. V. Dhople, B. B. Johnson and G. B. Giannakis, “Decentralized Optimal 

Dispatch of Photovoltaic Inverters in Residential Distribution Systems,” IEEE 
Transactions on Energy Conversion, vol. 29, no. 4, pp. 957-967, 2014. 

[46] X. Su, M. A. S. Masoum and P. J. Wolfs, “Optimal PV Inverter Reactive Power Control and 

Real Power Curtailment to Improve Performance of Unbalanced Four-Wire LV 



36 

Distribution Networks,” IEEE Transactions on Sustainable Energy, vol. 5, no. 3, pp. 967-

977, 2014. 
[47] R. A. Jabr, “Linear Decision Rules for Control of Reactive Power by Distributed 

Photovoltaic Generators,” IEEE Transactions on Power Systems, vol. 33, no. 2, pp. 2165-

2174, 2018. 

[48] Y. Wang, T. Zhao, C. Ju, Y. Xu and P. Wang, “Two-Level Distributed Volt/Var Control 

Using Aggregated PV Inverters in Distribution Networks,” IEEE Transactions on Power 
Delivery., vol. 35, no. 4, pp. 1844-1855, 2020. 

[49] Environmental data, Iowa Environmental Mesonet, Ames, Iowa, USA, 2022. [Online]. 

Available: https://mesonet.agron.iastate.edu/request/download.phtml?network=TX_ASO. 

[50] M. Chen, S. Ma, Z. Soltani, R. Ayyanar, V. Vittal and M. Khorsand, “Optimal Placement 

of PV Smart Inverters with Volt-VAr Control in Electric Distribution Systems,” IEEE 
Systems Journal, under review. [Online]. Available: 

https://doi.org/10.48550/arXiv.2207.00679. 

 



PaUW II 

BLOeYeO OSWLPL]aWLRQ ASSURacheV fRU  
LRcaWLQg SeQVRUV LQ DLVWULbXWLRQ S\VWePV 

DaQLeO MRO]aKQ 
PaSUaSee BXaVRQ, GUadXaWe SWXdeQW 

GeRUgLa IQVWLWXWe Rf TecKQRORg\ 



 

 

FoU infoUmaWion aboXW WhiV SUojecW, conWacW 
 
DDQLHO MRO]DKQ 
GHRUJLD IQVWLWXWH RI 7HFKQRORJ\ 
SFKRRO RI EOHFWULFDO DQG CRPSXWHU EQJLQHHULQJ 
E176 9DQ LHHU 
777 AWODQWLF DULYH N: 
AWODQWD, GA 30313, 8SA 
EPDLO: PRO]DKQ@JDWHFK.HGX 
 
PoZeU S\VWemV EngineeUing ReVeaUch CenWeU 
 
7KH PRZHU S\VWHPV EQJLQHHULQJ RHVHDUFK CHQWHU (PSERC) LV D PXOWL-XQLYHUVLW\ CHQWHU 
FRQGXFWLQJ UHVHDUFK RQ FKDOOHQJHV IDFLQJ WKH HOHFWULF SRZHU LQGXVWU\ DQG HGXFDWLQJ WKH QH[W 
JHQHUDWLRQ RI SRZHU HQJLQHHUV. MRUH LQIRUPDWLRQ DERXW PSERC FDQ EH IRXQG DW WKH CHQWHU¶V 
ZHEVLWH: KWWS://ZZZ.SVHUF.RUJ. 
 
 
FoU addiWional infoUmaWion, conWacW: 
 
PRZHU S\VWHPV EQJLQHHULQJ RHVHDUFK CHQWHU 
AUL]RQD SWDWH 8QLYHUVLW\ 
527 EQJLQHHULQJ RHVHDUFK CHQWHU 
7HPSH, AUL]RQD 85287-5706 
PKRQH: 480-965-1643 
FD[: 480-727-2052 
 
 
NoWice ConceUning CoS\UighW MaWeUial 
 
PSERC PHPEHUV DUH JLYHQ SHUPLVVLRQ WR FRS\ ZLWKRXW IHH DOO RU SDUW RI WKLV SXEOLFDWLRQ IRU LQWHUQDO 
XVH LI DSSURSULDWH DWWULEXWLRQ LV JLYHQ WR WKLV GRFXPHQW DV WKH VRXUFH PDWHULDO. 7KLV UHSRUW LV 
DYDLODEOH IRU GRZQORDGLQJ IURP WKH PSERC ZHEVLWH. 
 
 

¤ 2022 GeoUgia InVWiWXWe of Technolog\. All UighWV UeVeUYed



Table of Contents

1 A Sample-Based Approach for Computing Conservative Linear Power Flow Approximations 2

1.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2

1.2 The Power Flow Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4

1.3 Problem Formulation and Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5

1.3.1 Conservative linear approximations of the power flow equations . . . . . . . . . . . . . . . . . .5

1.3.2 Data-driven power flow approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5

1.3.3 Optimal output function design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .6

1.3.4 Sample selection method and confidence bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9

1.3.5 Computation time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .10

1.3.6 Application: Optimal power flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .10

1.4 Simulation and Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11

1.4.1 Range constraint for polynomial output functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11

1.4.2 Error reduction with polynomial output functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .12

1.4.3 Error reduction with piecewise linear output functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . .14

1.4.4 Sample selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .15

1.4.5 Scalability: CLA in larger systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .16

1.4.6 Simplified OPF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .18

1.5 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .19

2 Locating Sensors and Selecting Alarm Thresholds to Identify Violations of Voltage Lim-

its in Distribution Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .20

2.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .20

2.2 Sensor Placement Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .20

2.2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .20

2.2.2 Bilevel optimization formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .21

2.2.3 Cost function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .22

2.3 Reformulations of the Sensor Location Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .23

2.3.1 Conservative linear power flow approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .23

v



2.3.2 Duality of the lower-level problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .25

2.3.3 Bilinear to mixed-integer linear programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .27

2.3.4 A heuristic technique for benchmarking purposes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .28

2.3.5 Comparisons of each formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .28

2.3.6 Approximate gradient descent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .29

2.3.7 A system with multiple possible configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .30

2.4 Numerical Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .31

2.4.1 Sensor locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .32

2.4.2 MIP gap tolerance, solver times, and solution quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .34

2.4.3 Multiple configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .35

2.4.4 Comparison to a heuristic sensor placement technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . .36

2.5 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .37

vi



List of Figures

Figure 1.1 An example of the sample selection method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Figure 1.2 Plot of CLA errors and actual errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Figure 1.3 Output functions for overestimating CLAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Figure 1.4 Plots of results from (a) linear, (b) quadratic, (c) cubic, and (d) first-order Taylor ap-

proximation functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 1.5 Results from overestimates of the voltage magnitude with different polynomials and a

piecewise linear function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Figure 1.6 Percentage of violated samples after applying sample selection in each iteration . 17

Figure 1.7 Sample selection method for CLA at bus 250 in the 300-bus system. . . . . . . . . . . . 18

Figure 2.1 A diagram showing the process of computing sensor locations and alarm thresholds.

The final step is performed iteratively until any additional changes would result in false negatives

(i.e., undetected constraint violations). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Figure 2.2 Bar graphs showing the computation times for solving various problem reformulations

and executing the approximate gradient descent method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

vii



List of Tables

Table 1.1 Results comparing average CLA and actual errors from CLAs at bus 6 in the 6-bus

system and at bus 33 in the 33-bus system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Table 1.2 Results comparing errors from piecewise linear approximation with different number of

breakpoints at bus 6 in the 6-bus system and bus 33 in the 33-bus system . . . . . . . . . . . . . . . . . . 16

Table 1.3 Results comparing actual errors from different CLA functions at bus 250 in the IEEE

300-bus system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Table 1.4 Results comparing solutions from AC-, DC-, LA-, and CLA-OPF . . . . . . . . . . . . . . . 19

Table 2.1 Results showing sensor alarm thresholds and number of false positives from KKT, bi-

linear, and MILP reformulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Table 2.2 Results from different MIP gap tolerances for case33bw . . . . . . . . . . . . . . . . . . . . . . . 34

Table 2.3 Results from different MIP gap tolerances for case141 . . . . . . . . . . . . . . . . . . . . . . . . . 35

Table 2.4 Results for the 33-bus system with three network configurations. . . . . . . . . . . . . . . . . 36

Table 2.5 Results for the 33-bus system with three network configurations where sensor locations

are not necessary the same. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Table 2.6 Results for the 33-bus system with three network configurations using two variants of

the heuristic technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Table 2.7 CLA running time and data for test cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

viii



Bilevel Optimization Approaches for Locating Sensors in Distribution Systems

Stochastic fluctuations in power injections from distributed energy resources (DERs) combined
with load variability can cause constraint violations (e.g., exceeded voltage limits) in electric dis-
tribution systems. To monitor the operation of grids, sensors are placed to measure important
quantities such as voltages and power injections. This second part of the report studies the sen-
sor placement problem which seeks to identify locations for installing sensors that can capture all
possible violations of voltage magnitude limits. In Chapter 2, we formulate a bilevel optimization
problem that minimizes the number of sensors and avoids false sensor alarms in the upper level
while ensuring detection of any voltage violations in the lower level.

The nonlinearity of the power flow equations and the presence of binary variables make this prob-
lem challenging. Accordingly, to provide the foundation for reformulating the bilevel sensor place-
ment problem in Chapter 2, Chapter 1 develops and analyzes so-called conservative linear approx-
imations of the power flow equations, i.e., linear approximations that intend to overestimate or
underestimate a quantity of interest in order to enable tractable algorithms that avoid constraint vi-
olations. Using a sample-based approach, we compute these conservative linearizations by solving
a constrained linear regression problem. We analyze and improve the conservative linear approxi-
mations via an iterative sampling approach, optimizing over functions of the quantities of interest,
and a sample-complexity analysis. Considering the relationships between the voltage magnitudes
and the active and reactive power injections, we characterize the performance of the conservative
linear approximations for a range of test cases.

In Chapter 2, we replace the nonlinear power flow equations with conservative linear approxima-
tions in order to ensure that the resulting sensor locations and thresholds are sufficient to identify
any constraint violations. Additionally, we apply various problem reformulations to significantly
improve computational tractability while simultaneously ensuring an appropriate placement of sen-
sors. Lastly, we improve the quality of the results via an approximate gradient descent method that
adjusts the sensor thresholds. We demonstrate effectiveness of our proposed method for several test
cases that consider networks with several switching reconfigurations.

The work in this part of the report is associated with the following publications:

• P. Buason, S. Misra, and D.K. Molzahn, “A Sample-Based Approach for Computing Con-
servative Linear Power Flow Approximations,” Electric Power Systems Research, vol. 212,
no. 108579, November 2022. Presented at 22nd Power Systems Computation Conference
(PSCC), June 27 - July 1, 2022.

• P. Buason, S. Misra, and D.K. Molzahn, “A Data-Driven Method to Identify Critical Loca-
tions for Sensors in Distribution Grids,” in preparation.
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1. A Sample-Based Approach for Computing Conservative Linear Power

Flow Approximations

1.1 Introduction

This chapter develops linear approximations of the AC power flow equations that represent the
physical laws governing the voltages and power flows in a power network. These equations are
thus an essential part of the mathematical formulations for a variety of planning, optimization,
and control problems. The implicit nonlinear nature of the power flow equations often results
in computational and theoretical challenges when solving these problems. These challenges lead
to the widespread use of simplified power flow representations to improve tractability and enable
solution times that are within the problem’s latency requirements.

The linear approximations developed in this chapter are essential to the reformulations needed to
solve the bilevel sensor placement problems that the focus of Task 2 in this project and are presented
in Chapter 2. The accuracy of these linear approximations is closely connected to the quality of the
sensor locations and alarm thresholds that result from solving the reformulated bilevel optimization
problems. This chapter therefore provides the foundation for the bilevel optimization problems
considered in Chapter 2 by presenting a significant amount of detail on these linear approximations.
We leave the analysis of their application to the bilevel sensor placement problem to Chapter 2.

Linear approximations, due to their simplicity and efficiency, are among the most widely used class
of approximations. Examples of linear approximations include the DC power flow for transmis-
sion systems [1], the LinDistFlow for distribution systems [2], and approximations based on the
first-order Taylor expansion, such as the power transfer distribution factor (PTDF) representation,
among others [3]. Employing these power flow linearizations significantly improves computational
tractability, but comes at the price of accuracy which can result in unsafe or sub-optimal decision
making. The magnitude of error introduced by a linearization is system and problem specific.
However, most linearizations tend to be agnostic to these details and are derived based on general
principles. For example, the DC approximation assumes that the voltage magnitudes throughout
the system are close to their nominal values and that overall resistive losses are negligible, while
the PTDF representation is only accurate within a neighborhood of a given operating point.

To address these drawbacks, [4] introduces the notion of an optimal adaptive linearization of the
power flow equations. These linearizations are adaptive because they are tailored to a specific sys-
tem and operating range, and optimal since they are constructed to minimize their deviation from
the nonlinear AC equations with respect to a chosen error metric. A worse-case metric representing
the maximum absolute error is considered in [4], whereas [5] minimizes the expected squared error
with respect to an underlying probability distribution over the operating range. The mechanisms
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proposed to construct these linearizations are also able to quantify the error of the resulting approx-
imations, thus allowing for more informed decision making when employing these linearizations.

Various recent studies have proposed methods to construct improved linearizations. In [6], a model
that considers voltage magnitude and reactive power in addition to the voltage angle-active power
relationship in the DC power flow (PF) is proposed. Although this relationship includes a squared
term of voltage magnitude, it is seen as an independent variable, which keeps the relationship
linear. In [7], an optimization strategy is proposed to choose an appropriate set of independent
variables from a list of available independent variables (e.g., V , V 2, V 3, etc., where V is the voltage
magnitude). Additionally, data-driven linear approximations have been studied in [7, 8]. However,
use of these linearizations in power flow-based optimization problems can still lead to constraint
violations.

In this chapter, we consider the notion of a conservative linear approximation (CLA), which in
addition to being optimal and adaptive, has the feature of being conservative. We say that an ap-
proximation is conservative if it preferentially under- or over- estimates the approximating quantity
of interest. The motivation behind conservativeness is a natural one: almost all of our target appli-
cations seek to ensure that quantities such as voltages magnitudes, line flows, generator set-points,
etc., remain within given upper and lower limits. For instance, bilevel optimization problems (see,
e.g., [9]) and optimization problems with discrete variables (e.g., AC unit commitment [10]) include
inequality constraints on voltage magnitudes, line flows, and generator outputs. However, directly
enforcing these limits by modeling the nonlinear power flow equations (1.1) in these problems leads
to significant computational challenges. CLAs address the need for constraint satisfaction during
the construction of the linear approximations rather than deferring it to the problem-solving stage
of the target application, thus achieving tractability while ensuring constraint satisfaction. CLAs,
therefore, not only simplify the enforcement of bounds in the target problem but also enable the
use of linearizations whose error properties are better suited for bound enforcement.

To construct these linear approximations, we propose a sample-based approach where the CLAs
are obtained as the solution to a constrained regression problem. This differs from the iterative
optimization-based approach of [4] and the polynomial chaos method used in [5], although it is
closely related to the latter. The main reason for this choice is scalability, as sample-based re-
gression problems are efficient to solve and can exploit parallelizability and high-performance dis-
tributed computing hardware. Further, we propose a basic sample-selection procedure that signifi-
cantly boosts convergence speed and a Monte-Carlo validation in each selection step for obtaining
theoretically guaranteed confidence bounds.

To further improve the quality of the approximations, we propose a method to optimally modify the
quantity being approximated while retaining all of the desirable features of the CLA. For example,
instead of approximating the voltage magnitude at a bus as a linear function of the active and
reactive power injections, our method will automatically determine a different function (such as
a monotonic quadratic function) of voltage magnitude that has a smaller linearization error. The
procedure to determine the modified function is directly built into the constrained regression used
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to construct the CLA. While imposing a small computational cost, this can significantly reduce the
approximation error. We also show that when the modified function is monotonic in the quantity of
interest, this modification introduces no additional complexity when the constructed CLA is used
in problems relevant to our target applications.

In summary, the main contributions of this chapter are:

(i) A CLA formulation that is adaptive to the relevant system and operating range, optimal with re-
spect to an error metric, and conservative in that it under- or over-estimates the quantity of interest.

(ii) A procedure to modify the quantity of interest being approximated that improves error without
sacrificing beneficial properties of the CLA.

(iii) A data-driven approach to construct the CLAs using a constrained regression formulation and
a sample selection method that improves the convergence rate.

(iv) Numerical analysis of the CLA for a variety of test cases and a demonstration of its application
to the optimal power flow problem.

This chapter is organized as follows. Section 1.2 provides background on the power flow equations.
Section 1.3 formulates and solves an optimization problem for computing CLAs using a sample-
based approach. Section 1.4 presents our numerical tests. Section 1.5 concludes the chapter and
discusses future work.

1.2 The Power Flow Equations

Consider an n-bus power system with a fixed network topology. The sets of buses and lines are
N = {1, . . . ,n} and L , respectively. One bus in the system is specified as the slack bus (also
known as the reference bus), where the voltage magnitude and angle is set to be 1\0° per unit.
Each of the remaining buses is classified as either a PV bus, which specifies the active power and
the voltage magnitude, or a PQ bus, which specifies the active and reactive power. The set of buses
that are neighbors to bus i is denoted as Ni := {k |(i,k) 2 L }. Subscript (·)i denotes that quantity
at bus i, and subscript (·)ik denotes that quantity from or connecting bus i to k. The power flow
equations at bus i are:

Pi =V 2
i Gii + Â

k2Ni

ViVk(Gik cosqik +Bik sinqik), (1.1a)

Qi =�V 2
i Bii + Â

k2Ni

ViVk(Gik sinqik �Bik cosqik), (1.1b)

where Vi is the voltage magnitude at bus i, Pi (Qi) is the active (reactive) power injection at bus i,
qik := qi �qk is the voltage angle difference between buses i and k, and Gik (Bik) is the real (imag-
inary) part of the network admittance matrix entry associated with buses i and k. Equations (1.1a)–
(1.1b) are called the full AC-PF equations.
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1.3 Problem Formulation and Solution Approach

This section introduces the conservative linear approximations (CLAs), formulates a constrained
regression problem to compute the CLAs using a sample-based approach, and presents methods for
improving the accuracy of the CLAs by modifying a function of the quantity being approximated
and by using a sample selection procedure to speed up calculations.

Without loss of generality and for ease of exposition, we use the voltage magnitude at a bus as
our quantity of interest and consider the CLAs that express the voltage magnitude as a function of
active and reactive power injections.

1.3.1 Conservative linear approximations of the power flow equations

Linear approximations of the power flow equations are widely used to reduce the complexity of
formulating many operation and planning problems. We propose to develop linear approximations
that are conservative, meaning that the computed linear approximation is greater or equal to the
actual quantity for an overestimating approximation or the other way around for an underestimating
approximation.

Using voltage magnitude as our quantity to approximate and active and reactive power injections
as input variables, our goal is to compute approximations that satisfy:

Vi �gi(P,Q) 0 (� 0); if overestimate (underestimate) (1.2)

where

gi(P,Q) = ai,0 +a
T
i,1

✓
P

Q

◆
(1.3)

is a linear function of active power injections at PQ buses (P) and reactive power injections at PV
and PQ buses (Q).

1.3.2 Data-driven power flow approximations

Instead of an analytic or purely optimization-based approach, we propose a data-driven approach to
compute the CLAs. The data-driven approach is highly scalable, can utilize advanced computing
hardware, permits a parallel implementation, and can take advantage of improved sensing and
communication technology for on-the-fly updates.

Using our example, we compute the data-driven power flow approximations by randomly sam-
pling load demands (or generator outputs) within a given operating range and calculating the
corresponding bus voltages by solving the power flow equations for each of these samples. The
samples for load demands are obtained using a given probability distribution PS over a specified
operating range S . For example, one may consider S = {Pmin

Ld
 PLd  Pmax

Ld
, Qmin

Ld
 QLd 

Qmax
Ld

for all d 2 ND} where ( ·)Ld denotes the load demand, ND is the set of load buses, PS is
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the uniform distribution, and superscript max (min) is an upper (lower) limit. The power injec-
tions at PQ buses change with varying load demands change, which also affects the reactive power
injections at PV buses (see (1.3)).

In this chapter, we approximate voltage magnitudes as linear functions of the power injections.
Using uniformly generated samples, we propose to minimize errors (e.g., the 1-norm error) between
the CLA and the samples. Using M power flow samples, we consider the following regression
problem that computes a CLA while minimizing a chosen loss function L ( ·) representing the
approximation error.

min
g( ·)

M

Â
m=1

L (Vi,m �gi(Pm,Qm)) (1.4a)

s.t. Vi,m �gi(Pm,Qm) 0; if overestimate, (1.4b)
Vi,m �gi(Pm,Qm)� 0; if underestimate, (1.4c)

for all m = 1,2, . . . ,M. Subscript m denotes the m-th sample. All bold quantities are vectors. The
set of equations (1.4b) (or (1.4c) as chosen) enforces conservativeness and ensures that the CLA
remains above (or below, as appropriate) the actual voltage magnitudes for all samples. Examples
of L ( ·) include the `1 and `2 loss functions.

Like any linear function, we note that the computed CLAs are defined for all inputs, i.e., every
choice of power injections Pm,Qm is mapped to a voltage magnitude gi(Pm,Qm). Conversely, the
nonlinear power flow equations can be insolvable for some power injections, i.e., there may be
power injections without corresponding voltages. When constructing the CLAs, we ignore any
sampled power injections for which the power flow equations are insolvable. Thus, our goal is
to compute the CLAs with respect to power injections for which the power flow equations are
solvable.

1.3.3 Optimal output function design

For many applications, one can significantly reduce the linearization error for some quantity of
interest by instead approximating an appropriately chosen function of that quantity. Using our
voltage magnitude example, instead of approximating the voltage magnitude Vi itself, we propose
to linearly approximate a function of the voltage magnitude, f (Vi), in terms of P and Q. We call
the function f ( ·) an output function. To motivate the idea of an output function, we consider
a simple two-bus system and examine the relationship between the voltage magnitudes and the
power injections.

Multiplying (1.1a) by Bik and (1.1b) by Gik to eliminate cosqik, the power flow equations for a
two-bus system are:

P1B12 +Q1G12 =V 2
1 (G11B12 �G12B11)+V1V2(B2

12 +G2
12)sinq12, (1.5a)

P2B21 +Q2G21 =V 2
2 (G22B21 �G21B22)+V1V2(B2

21 +G2
21)sinq21. (1.5b)
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Consider the case where the admittance matrix is symmetric, bus 1 is a slack bus, and bus 2 is a PQ
bus. Adding (1.5a) to (1.5b) gives:

V 2
2 (G22B21 �G21B22) =(P1 +P2)B12 +(Q1 +Q2)G12 +b (G11B12 �G12B11), (1.6)

where b = �V 2
1 is a constant, which is typically -1. Here, we model the power injections at both

buses 1 and 2 (P1, P2, Q1, and Q2) as input variables for the linear approximation (1.3). Thus, (1.6)
shows that the relationship between V2 and power injections at buses 1 and 2 is quadratic. Hence,
a linear output function f (V2) = V2 will result in a non-zero approximation error, whereas using
a quadratic output function f (V2) = V 2

2 could result in zero approximation error. The relationship
in (1.6) is specific to the two-bus system, and more complicated systems will have non-zero ap-
proximation errors even with quadratic output functions. However, the two-bus example motivates
the use of non-linear output functions. While there are many possible output functions, this chap-
ter considers two natural choices: (i) polynomials and (ii) piecewise linear functions. Polynomial
output functions are:

f (Vi) = bnV n
i +bn�1V n�1

i + . . .+b1Vi, (1.7)

where bk is a polynomial coefficient for all k = 1,2, . . . ,n. Given n segments, piecewise linear
output functions are:

f (Vi) = c0 j + c1 jVi, if p j Vi  p j+1, 0  j  n�1, (1.8)

where p j are the specified breakpoints, and c0 j and c1 j are coefficients corresponding to each piece.

To avoid calculating non-meaningful and trivial solutions, enable efficient computation of the CLA
using the constrained regression in (1.4), and preserve the advantages of using the CLA in our
target applications, we enforce the following characteristics on the output function f ( ·):

Characteristic 1 The function f ( ·) is monotonically increasing within a specified range.

Characteristic 2 The range of f ( ·) is bounded below; i.e., f (Vi)� f (Vi) � c, for some c > 0,
where ( ·)i and ( ·)i denote the maximum and minimum values of that quantity at bus i, respectively,
among the sampled power flow solutions.

Characteristic 1 means that f ( ·) is invertible. More importantly, it is required to ensure that when
the CLA is used in an optimization problem, the resulting constraint remains linear even when the
output function f ( ·) is nonlinear. This idea is demonstrated in detail using the optimal power flow
(OPF) problem as an example application in Section 1.3.6. Characteristic 2 is necessary to avoid
trivial output functions since f ( ·) = 0 will always result in zero approximation error.

For piecewise linear f ( ·), we impose additional characteristics to make the approximation well
behaved.

Characteristic 3 A piecewise f ( ·) is continuous within an operating range.
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Characteristic 4 Let p be the set of all breakpoints. The slope of a piecewise function is bounded
from above except at breakpoints; i.e., f 0(V ) d, 8V /2 p, for some specified d � 0, where f 0(V )
denotes the first derivative of f (V ).

Characteristic 3 ensures continuity of the piecewise function. Characteristic 4 prevents the piece-
wise function from having sharp changes within its range, especially towards the end of its range.
This is also a desirable property for the polynomial output functions. The number and locations
of the breakpoints in the piecewise linear function also impact the accuracy of the corresponding
CLA. We chose the breakpoints such that each segment of the piecewise linear function contains
the same number of sampled voltages.

It is also possible to include the following additional characteristic which may be beneficial for
certain applications.

Characteristic 5 (Optional) An output function is either convex or concave.

We note that the output function of each voltage magnitude can be different. Let fi(Vi) denote the
output function of Vi. We rewrite the regression in (1.4) incorporating the above characteristics
(when applicable) to obtain the full version of the constrained regression to construct a CLA at
bus i:

min
fi( ·),gi( ·)

M

Â
m=1

L ( fi(Vi,m)�gi(Pm,Qm)) (1.9a)

s.t. f 0i (Vi,m)� 0, (1.9b)
fi(Vi)� fi(Vi)� c, (1.9c)
f 0i (Vi) d (if piecewise), (1.9d)
fi(Vi) is continuous (if piecewise), (1.9e)
fi(Vi,m)�gi(Pm,Qm) 0; (if overestimate), (1.9f)
fi(Vi,m)�gi(Pm,Qm)� 0; (if underestimate), (1.9g)

for all m = 1, . . . ,M. Note that the decision variables in (1.9) are the coefficients of fi( ·) and gi( ·).
We observe that when the output function fi( ·) can be linearly parameterized, which is the case
for both polynomial and piecewise linear output functions, the constraints (1.9b)–(1.9g) are linear
in these parameters (e.g., coefficients of the polynomial). When the loss function is chosen to be
L (x) = |x| representing an `1-loss, the regression (1.9) can be cast as a linear program by using
the standard slack formulation for minimizing the `1-norm, which enables an efficient solution. For
the rest of this section and for our experiments, we will select L (x) = |x|.

We define the minimum value of the objective function in (1.9a) as the CLA error. We also define
the actual error as the error obtained by inverting the output function. Since characteristic 1 allows
us to invert fi( ·), we can compute the voltage predicted by the CLA for each sample, VC

i,m, as

VC
i,m = f�1

i (gi(Pm,Qm)) . (1.10)

8



iV

,P Q

iV

,P Q
Figure 1.1: An example of the sample selection method. The red circles and the blue stars are the previous
and the new samples, respectively. The top (bottom) lines illustrate over- (under-) estimating CLAs. The
right picture shows that only new samples which violate the previous CLA are included to compute the
updated CLA. Specifically, the stars with the dashed circles (squares) are included for the updated over-
(under-) estimating CLA.

The average actual error, ea,i, is defined as

ea,i =
1
M

M

Â
m=1

|VC
i,m �Vi,m|. (1.11)

As the name suggests, we would ideally want to directly minimize ea,i in (1.11) as opposed to the
objective function (1.9a). However, this can make (1.9) a (possibly non-convex) non-linear program
that is much more challenging to solve than the linear program in (1.9). We therefore instead use
the CLA error (1.9a) as a proxy for minimizing the actual error (1.11) that is significantly faster to
compute. Our numerical experiments support the effectiveness of this approach.

1.3.4 Sample selection method and confidence bound

Since the calculated CLA is based on random samples, it is possible that newly drawn samples
could be on the wrong side of CLA (e.g., a new sample may have a higher voltage than the overes-
timate provided by a CLA). Increasing the number of samples M used to compute the CLA in (1.9)
improves confidence with respect to its conservativeness.

To reduce the number of samples needed to achieve a certain amount of confidence, we propose a
sample selection method that iteratively updates a CLA using only violating samples (see Fig. 1.1).
To perform the sample selection, we iterate between:

1. Drawing additional samples and adding points using the sample selection method, which
only considers points that violate the CLA calculated in the previous iteration.

2. Solve (1.9) to update the CLA. Repeat these steps until satisfying termination conditions.
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All sampled points in step 1) can be further analyzed, so only meaningful points are added in each
iteration. Note that the overestimating CLA and the underestimating CLA are updated separately
based on violated points, i.e., a point that violates the overestimating CLA does not violate the
underestimating CLA. Thus, that point is not included in the re-calculation of the underestimating
CLA. At each step of the iteration, we use Mout samples to perform an out-of-sample validation
which allows us to provide confidence bounds on the over- or under- estimation property of the
CLA. Let eout be the fraction of the Mout samples for which there is a violation of the over- or
under- estimation property of the CLA in the out-of-sample testing. For a randomly drawn set
of (P,Q), let Vi denote the actual voltage and let VC

i denote the predicted voltage using the CLA.
Then the probability µerr =PS (VC

i <Vi) that a randomly drawn sample violates the over- or under-
estimation property for the CLA can be bounded using the confidence bound

P
�
µerr > eout +d

�
 e�2d 2Mout

, (1.12)

which can be derived using the Hoeffding inequality [11].

1.3.5 Computation time

Using the CLA instead of the non-linear AC-PF equations can significantly improve the computa-
tional efficiency of problems for many applications. The regression computing the CLA (1.9) can
be pre-computed offline given the system topology, line limits, range of load demands, and other
predefined constraints. Moreover, this offline computation can be parallelized for each quantity of
interest independently. Since the CLAs are constructed separately for each constrained quantity,
CLA-based constraints can be imposed adaptively using a scenario and constraint generation ap-
proach that only enforces a constraint after determining that it may be binding. Conversely, when
using the implicit AC-PF equations, if an operating scenario has even a single binding constraint,
then all AC-PF equality constraints must be added for that scenario.

1.3.6 Application: Optimal power flow

While the advantages of using the CLA are best seen in more complex optimization problems
such as bilevel problems [9] and the AC unit commitment problem [10], a detailed analysis of
such applications is out of scope of this chapter. Instead, we use a simplified AC-OPF problem
as a proof-of-concept demonstration of CLAs. The simplified OPF problem we consider here
is identical to the classical OPF problem except that the line flow limits are neglected such that
enforcing bus voltage limits is the primary goal in order to match the exhibition earlier in this
chapter. We emphasize that although we do not focus on line flow limits here, one may include
them by constructing CLAs that approximate the line flows.

Let NS, NPV , and NPQ denote the sets of slack, PV, and PQ buses, respectively. To compute
the CLAs for this simplified OPF problem, we change the inputs of the linear function in (1.3)
to be Pi and Vi at all i 2 NPV . The approximated quantities are (i) Qi, for all i 2 NPV [NS,
(ii) Vi for all i 2 NPQ, and (iii) Ps at a slack bus s 2 NS. Let eg(P,V) (g

e
(P,V)) be the function

that overestimates (underestimates) quantities of interest, ef ( ·) ( f
e
( ·)) be the polynomial output
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function corresponding to eg(P,V) (g
e
(P,V)), and NG be the set of all generators. We denote the

power generation and generation cost as PG and c, respectively. By formulating voltage and power
generation limits with CLAs, the simplified OPF problem becomes:

min Â
k2NG

ckPGk (1.13a)

s.t. efi(V i)� egi(P,V), f
e

i(V i) g
e

i(P,V), (1.13b)

ef j(Q j)� eg j(P,V), f
e

j(Q j) g
e

j(P,V), (1.13c)

efs(Ps)� egs(P,V), f
e

s(Ps) g
e

s(P,V), (1.13d)

Ps = egs1(P,V), (1.13e)

Pmin
Gk

 PGk  Pmax
Gk

, Qmin
Gk

 QGk  Qmax
Gk

, (1.13f)

for all i 2 NPQ, j 2 NPV [NS, s 2 NS, and k 2 NG . We call (1.13) a CLA-OPF problem. Con-
straints (1.13b)–(1.13d) ensure that all approximated quantities are within their limits. The overes-
timated value of the power generation at the slack bus in (1.13e) is used in the objective function.
The resulting CLA-OPF is a linear program that nevertheless ensures satisfaction of the inequality
constraints in the non-linear AC-OPF problem so long as the computed conservative linear approx-
imations are indeed conservative.

1.4 Simulation and Results

In this section, we use numerical experiments on a number of test cases to analyze various proper-
ties of the CLA, demonstrate the advantages of output function design and sample selection proce-
dures, and demonstrate the effectiveness of the CLA in enforcing constraints using the simplified
OPF.

The test cases we use in the simulations are a 6-bus system (adapted from case6ww), whose pa-
rameters can be found in [12], the 33-bus system case33bw from MATPOWER [13], and the IEEE
300-bus system. Note that the samples used to create each table and figure below are drawn inde-
pendently, and 5000 samples are drawn in each test unless stated. All load demands vary within
-50% to 200% of the values given in the MATPOWER test systems, except for the OPF simulations
where the loads are fixed and the generator outputs vary. Only samples for which the power flow
solver converges are included in CLA calculation, and the voltage magnitude at one representative
bus per system is chosen for illustration. The loss function represents the `1 error.

1.4.1 Range constraint for polynomial output functions

As discussed in Section 1.3.3, a lower bound c is enforced on the range of the output function
(characteristic 2) to avoid trivial solutions. The value of c is an arbitrary parameter chosen when
constructing a CLA, and it is therefore important to analyze the impact that this choice has on the
CLA’s linearization error.

For this purpose, Fig. 1.2(a) shows a representative example of the relationship between c and
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Figure 1.2: Plot of (a) CLA errors, (b) actual errors at bus 6 in the 6-bus system using the quadratic output
functions. The solid and dashed lines represent the errors from underestimating and overestimating the
voltage magnitude V6, respectively

the CLA error for the 6-bus system. We observe that the CLA errors vary linearly with the value
of c. This is reasonable since decreasing c relaxes constraint (1.9c), leading to reductions in the
optimal objective value of (1.9). Conversely, Fig. 1.2(b) shows that the actual errors obtained
using (1.10) do not depend on the value of c as the plots in this figure are constant. The results from
cubic and quartic output functions, which are not shown in this chapter, are similar. This analysis
suggest that the value of c can be arbitrarily chosen and does not affect the optimal solution for
over/underestimated voltage magnitude.

1.4.2 Error reduction with polynomial output functions

We next investigate the effect of using polynomials (1.7) with various degrees n as output functions
as discussed in Section 1.3.3. While the CLA error is guaranteed to be non-increasing with the
degree of the polynomial, the same is not necessarily true for the actual error in (1.11).

Moreover, as discussed above, the choice of c does not affect the actual error of the CLAs. We
arbitrarily set c to 1.5. The results from the first-order Taylor approximation around the operating
point (given in the MATPOWER test cases) are also included for reference. The results are reported
in Table 1.1.

Table 1.1 presents the averages of the CLA errors and the actual errors from the quartic, cubic,
quadratic, and linear functions for the CLA associated with the voltage magnitude at bus 6 in the
6-bus system and bus 33 in the 33-bus system. Note that using a linear output function is equivalent
to not designing an output function. The average CLA errors are smaller when the degree of the
polynomial is higher. This is due to the fact the optimal solution of a lower-degree polynomial is a
feasible solution for the higher-degree polynomial. The percentage reductions in the average actual
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Table 1.1: Results comparing average CLA and actual errors from CLAs at bus 6 in the 6-bus system and at
bus 33 in the 33-bus system

C
a
s
e

Function

Average errors (⇥10�2
) in per unit

Underestimate Overestimate

CLA Actual (*) CLA Actual (*)
6-

bu
s

Quartic 4.57 1.451 (54.70%) 2.29 0.655 (47.93%)
Cubic 4.63 1.358 (57.60%) 2.29 0.657 (47.77%)

Quadratic 4.64 1.327 (58.57%) 2.33 0.662 (47.38%)
Linear 11.73 3.203 (0%) 4.61 1.258 (0%)
Taylor 1.800§

ca
se

33
bw

Quartic 0.90 0.059 (58.74%) 0.32 0.021 (51.16%)
Cubic 0.91 0.059 (58.74%) 0.32 0.021 (51.16%)

Quadratic 0.91 0.059 (58.74%) 0.32 0.021 (51.16%)
Linear 2.15 0.143 (0%) 0.64 0.043 (0%)
Taylor 0.259§

*The values in ( ) show the percentage reductions in the actual errors compared to the actual errors from linear func-
tion.
§ The errors from first-order Taylor approximation are the average absolute value of the errors caused by the approxi-
mation.

errors with respect to the linear function are also shown in Table 1.1. The average actual errors
from the quadratic, cubic, and quartic functions are significantly reduced from the linear function
(from 47% to 59% in both systems) with the quadratic and higher-degree polynomials showing
similar performance. In comparison, the first-order Taylor approximation is not conservative and
has significantly larger error.

We further analyze the behavior of all tested functions by depicting them in Fig. 1.3. To enable a
consistent comparison, each function is adjusted using the offset a0, which is the constant term for
g(P,Q) defined in (1.3). The functions corresponding to overestimates of the voltage magnitudes
are shown for a range from 20% below to 20% above the extreme sampled values. Since both CLA
and actual errors for quadratic, cubic, and quartic functions are fairly close (refer to Table 1.1),
these functions are almost identical within the sampled operating range but are all quite different
from the linear function. However, they are different functions as clearly seen outside the sampled
operating range. For this illustration, we intentionally select a large range of voltage magnitudes to
more clearly show the curvature of each function, but note that similar behavior occurs for smaller
voltage magnitude ranges.

To further illustrate how the output function f (V ) transforms the samples, we compute
over/underestimates of the voltage magnitudes for each sample. Fig. 1.4 shows the results for the
linear, quadratic, cubic, and first-order Taylor approximation functions. The horizontal axis shows
the voltage magnitude from the power flow solution while the vertical axis shows the predicted
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Figure 1.3: Results from the overestimating CLAs for the voltage magnitude at bus 6, V6, in the 6-bus system
for polynomials of different degrees. The black vertical lines show the minimum and maximum observed
voltage magnitudes.

voltage magnitude from the CLA. The quadratic and cubic output functions make the behavior of
the over/underestimated voltages closer to linear, resulting in reduced approximation errors. The
figure also shows the conservative property of the CLAs when compared to the first-order Taylor
approximation.

1.4.3 Error reduction with piecewise linear output functions

Section 1.3.3 also discusses piecewise linear output functions. The accuracy of a piecewise linear
function depends on the number of breakpoints. In this simulation, the number of breakpoints is
100, the number of samples is 5000, and each piece contains the same number of samples. The
value of d from Characteristic 4 is set to 50.

Fig. 1.5 compares a piecewise linear function with quadratic, cubic, and quartic functions. The
results from the piecewise linear function are similar to the results from other functions, especially
at the middle of the range of voltage magnitudes where the power flow solutions from samples
are most dense (refer to Fig. 1.4). On the other hand, when the voltage magnitude is near the
minimum or maximum value, the piecewise linear function has a larger difference with respect to
the other functions. This is due to an overfitting phenomenon resulting from the larger number of
free parameters in the piecewise approximation compared to the polynomials. The limit imposed
on the maximum derivative in (1.9d) serves as a regularizing constraint for the piecewise linear
case.

Table 1.2 shows the average CLA errors and the average actual errors when varying the number of
breakpoints. Results using one breakpoint are the same as those from a linear function. Increasing
the number of breakpoints continually reduces the CLA errors, but the actual errors saturate quickly.
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Figure 1.4: Plots of results from (a) linear, (b) quadratic, (c) cubic, and (d) first-order Taylor approximation
functions at bus 6 in the 6-bus system. The blue and red points represent underestimates and overestimates of
the voltage magnitude, respectively, in per unit. The first-order Taylor approximation neither overestimates
nor underestimates the voltage magnitude. The black line at 45� represents a perfect fit.

1.4.4 Sample selection

The accuracy of the CLA depends on the samples input to (1.9). Increasing the number of samples
improves the accuracy of the CLA but reduces the computational tractability of (1.9), thus motivat-
ing the sample selection method discussed in Section 1.3.4 which iteratively updates the CLA with
violated samples. To demonstrate the effectiveness of this method, Fig. 1.6 presents the reduction
in number of violated samples using an out-of-sample validation after applying the sample selection
method for the 6- and 33-bus systems. Drawing 10000 samples for each iteration, the sample selec-
tion method reduces the percentage of violated samples from 0.49% to 0.04% after 10 iterations for
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Figure 1.5: The results from overestimates of the voltage magnitude at bus 6 in the 6-bus system with
different polynomials and a piecewise linear function. The black vertical lines show the minimum and
maximum observed voltage magnitudes obtained from samples. The horizontal axis corresponds to the per
unit voltage magnitude and the vertical axis is the output function. The results from underestimates of the
voltage magnitude are similar.

Table 1.2: Results comparing errors from piecewise linear approximation with different number of break-
points at bus 6 in the 6-bus system and bus 33 in the 33-bus system

C
a
s
e Number Average errors (⇥10�2

) in per unit

of Underestimate Overestimate

Breakpoints CLA Actual CLA Actual

6-
bu

s

1 12.59 3.331 4.56 1.215
10 4.80 1.335 2.59 0.723

100 4.11 1.251 2.27 0.674
500 4.05 1.251 2.20 0.682

ca
se

33
bw

1 1.99 0.137 0.62 0.043
10 0.83 0.057 0.32 0.022

100 0.76 0.053 0.30 0.020
500 0.72 0.051 0.28 0.019

the 6-bus system and from 2.40% to 0.21% after 10 iterations for the 33-bus system. The results
show that sample selection significantly improves the convergence rate of the error compared to
random sampling.

1.4.5 Scalability: CLA in larger systems

We have so far shown results from the 6- and 33-bus systems, which represent a small transmission
system and a small radial distribution system, respectively. We next use the larger IEEE 300-bus
system provided in MATPOWER to show the consistency of some of the properties analyzed in the
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Figure 1.6: Plots showing the percentage of violated samples (vertical axis) after applying sample selection
in each iteration (horizontal axis). The red lines and the blue lines show the results with and without applying
sample selection, respectively, considering the same number of additional samples in each case. Note that
each iteration uses different sets of samples.

previous sections. This simulation focuses on bus 250. Only average actual errors are computed as
they are the quantities of interest. The piecewise linear function has 1000 breakpoints.

Table 1.3: Results comparing actual errors from different CLA functions at bus 250 in the IEEE 300-bus
system

Function

Average actual errors (⇥10�3
) in per unit

Underestimate (*) Overestimate (*)

Quartic 5.961 (27.79%) 4.884 (17.65%)
Cubic 5.957 (27.84%) 4.676 (21.16%)

Quadratic 5.801 (29.73%) 4.650 (21.60%)
Piecewise 6.026 (27.00%) 4.768 (19.61%)

Linear 8.255 (0%) 5.931 (0%)
Taylor 22.8§

*The values in ( ) show the percentage reductions in the actual errors compared to the actual errors from a linear
function.
§ The errors from the first-order Taylor approximation are the average absolute value of the errors caused by the
approximation.

Table 1.3 compares the average actual errors for different CLA functions. For the voltage under-
estimation, the piecewise linear functions and other polynomials with degree two or more reduce
the average actual errors by 27% to 29.73% from the linear function. Similarly, these errors reduce
by 17.65% to 21.60% for the voltage overestimation. These output functions thus notably increase
the accuracy in the voltage approximation. For the first-order Taylor approximation, which is not
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Figure 1.7: Sample selection method for CLA at bus 250 in the 300-bus system.

conservative, the average errors are significantly greater, approximately by a factor of three to four
compared to the other CLA functions.

Fig. 1.7 shows the results from the sample selection method. We use sufficient iterations to ensure
that the probability of violation is less than 1%. In each iteration, 10000 samples are randomly
drawn for out-of-sample testing. The percentage of violated points reduces from 7.39% to 0.92%
after 12 iterations of sample selection. Although the larger system requires more samples to achieve
a low violation probability, the iterative sample selection approach still reduces the violation prob-
ability significantly faster than using random samples.

1.4.6 Simplified OPF

The OPF problem serves as a simple example for an application of the CLA method. We solve
the simplified OPF problem (discussed in Section 1.3.6) with different approximation techniques
(e.g., DC-OPF and CLA-OPF) to compare with the solution to the AC-OPF problem. We also
compare our results with linear approximation OPF (LA-OPF), which minimizes the 1-norm error
and follows characteristics 1 and 2, but is not necessarily conservative. For the LA-OPF and the
CLA-OPF, we choose quadratic output functions.

Table 1.4 compares different approximations of the nonlinear AC-OPF for the 6-, 9-, and 14-bus
systems. The first row in each cell of this table reports the actual cost corresponding to the AC-PF
feasible solution obtained by using the control set points prescribed by the various OPF formula-
tions. The second row in each cell gives the maximum voltage magnitude violation for the solution.
We see that only the CLA-based control actions do not have violations, which is attributed to the
conservative nature of the CLAs. With the approximated voltage magnitude of 1 per unit (pu), the
DC-OPF gives the maximum voltage violation of 0.029 pu in case6ww. For the LA-OPF, the maxi-
mum voltage violation is 0.004 pu in case14. By minimizing an upper bound on the cost, CLA-OPF
is also able to obtain optimal or near-optimal solutions with lower costs than the other approxima-
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Table 1.4: Results comparing solutions from AC-, DC-, LA-, and CLA-OPF

Case

case6ww case9 case14
AC-OPF 2986.04 1456.83 5368.30
DC-OPF 2995.15 (0.31%) 1502.82 (3.16%) 5368.52 (0.004%)
Violation V (0.029 pu) - -
LA-OPF 2987.28 (0.04%) 1468.48 (0.88%) 5368.52 (0.004%)
Violation - - V (0.004 pu)

CLA-OPF 2987.51 (0.05%) 1469.68 (0.88%) 5368.52 (0.004%)
Violation - - -

tions. The optimality gaps from the CLA-OPF are comparable to those from the LA-OPF, and they
are significantly smaller than the DC-OPF in case6ww and case9.

1.5 Conclusion

This chapter proposes a power flow linearization approach that intends to be conservative (over-
estimate/underestimate a quantity of interest) and adaptive (due to a sample-based approach, it is
tailored to a specific system and an operational range). Our proposed method is not limited to a lin-
ear output function as we introduce a higher-degree polynomial as an independent variable, which
maintains linearity. The additional degrees of freedom from a higher-degree polynomial enable
us to exploit a closer-to-linear relationship to other known quantities (e.g., power injections). Our
numerical results demonstrate improvements in accuracy relative to other linear approximations
while still being conservative. Additionally, the results in Section 1.4.6 show the effectiveness of
our approach for the illustrative example application provided by the OPF problem.

Our future work aims to develop alternative output functions and sample selection methods in order
to further improve CLA accuracy. Furthermore, we will focus on applications of the CLA methods
to power system planning and resiliency problems formulated as, for instance, bilevel programs.
The following chapter provides an example of one such application.
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2. Locating Sensors and Selecting Alarm Thresholds to Identify Violations

of Voltage Limits in Distribution Systems

2.1 Introduction

Sensors are used in power grids for the purpose of monitoring, control, and protection. Variability
in the power injections due to fluctuations in load demands and the outputs of distributed energy
resources (DERs) can potentially cause violations of voltage limits, i.e., voltages outside of the
bounds imposed in the ANSI C84.1 standard. Distribution system operators must identify when
power injection fluctuations are causing voltage limit violations. To do so, system operators place
sensors within the distribution system that measure and communicate the voltage magnitudes at
their locations. For given ranges of power injection variability, we formulate and solve a sensor
placement problem which seeks to locate the minimum number of sensors and the corresponding
sensor alarm thresholds necessary to reliably identify all possible violations of voltage magnitude
limits. This problem simultaneously aims to reduce the number of false positive alarms, i.e., vio-
lations of the sensors’ alarm thresholds that do not correspond to an actual voltage limit violation.
Note that this problem does not attempt to ensure full observability of the distribution system.
Rather, we seek to locate (a potentially smaller number of) sensors that can nevertheless identify
all voltage limit violations for any power injections within a specified range of variability.

2.2 Sensor Placement Problem

This section describes the sensor placement problem formulation by introducing notation, present-
ing the bilevel programming formulation that is the focus of this chapter, and detailing the objective
function that simultaneously seeks to minimize the number of sensors needed and reduce the num-
ber of false positive alarms. To illustrate our proposed approach, we focus on identifying potential
violations of voltage magnitude limits and we consider power injection fluctuations at each bus
that lie within specified bounds. To describe the main concepts in this chapter, we consider on
a balanced single-phase equivalent network representation rather than introducing the additional
notation and complexity needed to model an unbalanced three-phase network representation. Ex-
tensions to consider other limits, such as restrictions on line flows, alternative characterization of
power injection ranges, such as budget uncertainty sets, and unbalanced three-phase network mod-
els impose limited additional complexity to the problem formulation.

2.2.1 Notation

Consider an n-bus power system. The sets of buses and lines are denoted as N = {1, . . . ,n} and L ,
respectively. One bus in the system is specified as the slack bus, where the voltage magnitude and
angle is set to be 1\0° per unit. For the sake of simplicity for the presentation of our formulation,
we model each of the remaining buses as a PQ bus with particular values for the active (P) and
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reactive (Q) power. Extensions to consider PV buses, which have particular values for the active
power (P) and the voltage magnitude (V ), are straightforward. (The controlled voltage magnitudes
at PV buses imply that voltage violations cannot occur at these buses so long as the voltage mag-
nitude setpoints are within the voltage limits.) The set of neighboring buses to bus i is defined
as Ni := {k |(i,k) 2 L }. Subscript (·)i denotes a quantity at bus i, and subscript (·)ik denotes
a quantity associated with the line from buses i to bus k, unless otherwise stated. Conductance
(susceptance) is denoted as G (B) as the real (imaginary) part of the admittance.

2.2.2 Bilevel optimization formulation

The sensor placement formulation with the description for each variable are shown below. Bold
quantities denote vectors.

si : Sensor placement,1 if bus i has a sensor, 0 otherwise.
ci : The cost of installing a sensor at bus i.

V
e

i (eVi) : Lower (upper) limit sensor threshold at bus i.
q jk : The voltage angle difference between buses j and k (i.e., q j �qk).
Pj (Q j) : Net active (reactive) power injections at bus j.
NPQ : The set of all nonslack buses.

The main goal of this problem is to find sensor location(s) such that sensor(s) can capture all
possible voltage violations. We formulated this problem as a bilevel optimization with the following
upper-level and lower-level problems.

• Upper level: Determine sensor locations and alarm thresholds given that all extreme achiev-
able voltages at the sensor locations are within pre-specified safety limits.

• Lower level: Find the most extreme achievable voltages given the sensor alarm thresholds
and locations and the range of power injection variability.

In other words, the upper-level problem determines the sensor locations and sensor alarm thresholds
such that the most extreme achievable voltages at locations without sensors are within the voltage
limits. The extreme achievable voltages are provided by lower-level problems associated with each
bus that maximize and minimize the voltage magnitudes over the specified range of power injec-
tions, given that the voltages at locations with sensors are within their sensor alarm thresholds
(from the upper-level problem). Thus, the sensor locations and alarm thresholds output from the
upper-level problem are input to the lower-level problem, and the extreme achievable voltage mag-
nitudes output from the lower-level problem are inputs for the upper-level problem. Accordingly,
the upper-level and lower-level problems must be solved simultaneously in the following bilevel
optimization formulation:
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min
s, eV,V

e

c(s, eV,V
e
) (2.1a)

s.t. V i �V min
i , V i V max

i , (2.1b)

U
e

i =V
e

isi, eUi = eVisi +M(1� si), (2.1c)
8i 2 NPQ,

V i = argmin
Vi

Vi (V i = argmax
Vi

Vi), (2.1d)

s. t. Pj =Vj Â
k2N j

Vk(G jk cos(q jk)+B jk sin(q jk)), (2.1e)

Q j =Vj Â
k2N j

Vk(G jk cos(q jk)�B jk sin(q jk), (2.1f)

q1 = 0, (2.1g)

U
e

j Vj  eUj, (2.1h)

Pmin
j  Pj  Pmax

j , (2.1i)

Qmin
j  Q j  Qmax

j , (2.1j)
8 j 2 NPQ,

where s is a vector of sensor locations modeled as binary variables; eV and V
e

denote upper and lower
sensor alarm thresholds, respectively; eU and U

e
denote the upper and lower sensor alarm thresholds,

respectively, that are enforced in the lower-level problem via the big-M formulation in (2.1c) (M
is a sufficiently large constant) based on whether a sensor is actually placed at the corresponding
location; Pj and Q j denote the active and reactive power injections at bus j within a particular
lower-level problem; and superscripts max and min denote upper and lower limits, respectively, on
the corresponding quantity. For the upper-level problem, the objective function in (2.1a) minimizes
a cost function c(s, eV,V

e
) associated with the sensor locations s and alarm thresholds eV, V

e
while

ensuring that the extreme achievable voltage magnitudes calculated in the lower-level problem (i.e.,
V and V) are within safety limits as shown in (2.1b). The cost function c(s, eV,V

e
) will be detailed

in the following subsection. In the lower-level problem, the objective function (2.1d) computes
the maximum or minimum voltage magnitudes for each PQ bus i 2 NPQ. For each lower-level
problem, constraints (2.1e)–(2.1f) are the power flow equations at each bus j, constraint (2.1h)
enforces the voltage magnitudes to be within voltage alarm thresholds (if a sensor is placed at the
corresponding bus), and constraints (2.1i)–(2.1j) model the range of variability in the net power
injections. Constraint (2.1g) sets the angle reference for the power flow equations.

2.2.3 Cost function

Overly restrictive sensor thresholds can potentially trigger an alarm even when there are no voltage
violations actually occurring in the system, i.e., a false positive or spurious alarm. To prevent
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unnecessarily restrictive alarm thresholds, our cost function, c(s,V
e
, eV ), is defined as:

c(s,V
e
, eV ) = Â

i2N

ci(si,V
e

i, eVi) (2.2)

where

ci(si,V
e

i, eVi) =

(
V
e

i � eVi, si = 1,
d , si = 0,

(2.3)

where d is a pre-specified benefit of avoiding the placement of a sensor. When si = 1, the objective
function in (2.3) seeks to reduce the restrictiveness of the sensors in order to have fewer false
positives, i.e., fewer spurious alarms. Changing the value of d in (2.3) models the tradeoff between
placing an additional sensor and making other sensor ranges more restrictive, potentially resulting
in more false positives.

2.3 Reformulations of the Sensor Location Problem

The bilevel problem (2.1) is computationally challenging due to the non-convexity in the lower-
level problem induced by the AC power flow equations in (2.1e)–(2.1f). Moreover, as we will
show numerically in Section 2.4, traditional methods for reformulating the bilevel problem into
a single-level problem suitable for standard solvers using the Karush-Kuhn-Tucker (KKT) condi-
tions turn out to yield computationally burdensome problems. In this section, we provide methods
for obtaining a tractable version of the bilevel sensor placement problem. We first use recently
proposed “conservative linear approximations” (CLAs) of the power flow equations to convert the
lower-level problem to a more tractable linear programming formulation that nevertheless retains
characteristics from the nonlinear AC power flow equations. We then use various additional re-
formulation techniques that yield significantly more tractable problems than standard KKT-based
reformulations. These reformulations first yield a (single-level) mixed-integer bilinear program-
ming formulation that can be solved using commercial mixed-integer programming solvers like
Gurobi. Via further reformulations that discretize the sensor alarm thresholds, we transform the
bilinear terms to obtain a mixed-integer linear programming (MILP) problem that has further com-
putational advantages and is suitable for a broader range of solvers.

2.3.1 Conservative linear power flow approximations

The nonlinearity of the power flow equations in the lower-level problem introduces computational
challenges. To tackle these challenges, we utilize a linear approximation of the power flow equa-
tions that is adaptive (i.e., tailored to a specific system and a range of load variability) and con-
servative (i.e., over- or under- estimate a quantity of interest to avoid constraint violations). These
linear approximations are called conservative linear approximations (CLAs) and were first pro-
posed in [14]; see also Chapter 1 for further details.

We use conservative linear approximations that linearly relate the voltage magnitudes at a particular
bus to the power injections at all PQ buses. An example of an overestimating CLA of the voltage
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magnitude at bus i is the expression

ai,0 +a
T
i,1

✓
P

Q

◆
(2.4)

such that the following relationship is satisfied for some specified range of power injections P and
Q:

Vi �
✓

ai,0 +a
T
i,1

✓
P

Q

◆◆
 0. (2.5)

We replace the AC power flow equations (and the angle reference) in (2.1e)–(2.1g) with a CLA as
in (2.5) for all i 2 NPQ. The bilevel problem in (2.1) then becomes:

min
s,V
e
, eV

c(s,V
e
, eV) (2.6a)

s.t. (8i 2 NPQ),

V i �V min
i , V i V max

i , (2.6b)

U
e

i =V
e

isi, eUi = eVisi +M(1� si), (2.6c)

V i = min
P,Q

ai,0 +a
T
i,1

✓
P

Q

◆i

, (2.6d)

(V i = max
P,Q

ai,0 +a
T
i,1

✓
P

Q

◆i

),

s. t. a j,0 +a
T
j,1

✓
P

Q

◆i

�U
e

j, 8 j 2 NPQ \{i}, (2.6e)

a j,0 +a
T
j,1

✓
P

Q

◆i

 eUj, 8 j 2 NPQ \{i}, (2.6f)

✓
P

Q

◆min


✓

P

Q

◆i


✓

P

Q

◆max

. (2.6g)

In (2.6), superscripts i denote quantities associated with the ith lower-level problem. Substituting
conservative linear approximations for the AC power flow equations yields a linear programming
formulation for the lower-level problem rather than the non-convex lower-level problem in (2.1).
Comparing (2.6d)–(2.6g) and (2.1d)–(2.1j), we see that satisfaction of (2.6e)–(2.6f) is sufficient
to ensure satisfaction of (2.1b), assuming that the conservative linear approximations do indeed
reliably overestimate and underestimate the voltage magnitudes. Thus, the resulting optimization
problems are sufficient to ensure that the sensor locations and alarm thresholds will identify all
potential voltage limit violations. As a result, solving the reformulation (2.6) will compute sen-
sor locations and thresholds that avoid false negatives, i.e., alarms will always be raised if there
are indeed violations of the voltage limits. The computational advantages provided by linearity of
the reformulated lower-level problem come with the potential tradeoff of additional false positives,
i.e., spurious alarms. Various methods proposed in [14] for improving the accuracy of the CLAs
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naturally yield variants of (2.6) that reduce the number of false positives. Additionally, in Sec-
tion 2.3.6, we describe a method for post-processing the sensor alarm thresholds to further reduce
the occurrences of false positives.

With a linear lower-level problem, we can apply standard techniques for reformulating the bilevel
problem (2.6) as a (single-level) mixed-integer linear programming formulation. These techniques
replace the lower-level problem (2.6d)–(2.6g) with its KKT conditions that are both necessary
and sufficient for optimality of this problem [15] and also apply McCormick envelopes [16] to
convert the bilinear product of the continuous and discrete variables in (2.1c) to an equivalent
linear form. The resulting single-level problem still involves bilinear constraints associated with the
complementarity conditions. These bilinear constraints are traditionally reformulated using binary
variables. Commercial MILP solvers are applicable to this traditional reformulation approach,
which we denote throughout this chapter as the “KKT formulation” and present in more detail in
Appendix 2-A. However, the KKT formulation is significantly less scalable than the reformulations
we will present next, limiting its scalability to small test cases.

2.3.2 Duality of the lower-level problem

As an alternative to the KKT formulation, one can reformulate a bilevel problem into a single-
level problem by dualizing the lower-level problem. This technique can only be usefully applied to
problems with specific structure where the optimal objective value of the lower-level problem is a
constraint of the upper-level problem. In this special case, we can significantly improve tractability
compared to the KKT formulation and, as we will discuss and demonstrate later, consider larger
systems with multiple switching configurations.

To illustrate this refomulation, we present a simpler problem setting where we assume that there
are no violations of upper voltage limits (i.e., that the maximum achievable voltages are always
within safety limits without the need for any sensors). Thus, the maximization problem in (2.6d)
and the upper limit thresholds in (2.6f) are ignored. Generalizations to consider both lower and
upper voltage limits are straightforward.

Let y
i be the vector of dual variables associated with lower-level problem i and I be an identity

matrix with an appropriate size. By dualizing the lower-level problem, we obtain:

min
s,V
e

c(s,V
e
) (2.7a)

s.t. (8i 2 NPQ),

V i �V min, (2.7b)
U
e

i =V
e

isi, (2.7c)

V i = max
yi

vT
s y

i +ai,0, (2.7d)

s. t. Ay
i = ai,1, (2.7e)

y
i � 0, (2.7f)
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where
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.

Due to strong duality of the linear lower-level problem, the reformulation (2.7) is equivalent to (2.6)
and does not directly provide any advantages. However, there is special structure in our bilevel op-
timization formulation that we can now exploit to dramatically improve tractability. Specifically,
outputs from each lower-level problem (2.7d)–(2.7f) only appear in a single inequality constraint
(2.7b). This means that we do not need to compute the maximum value of the lower-level prob-
lem (2.7d)–(2.7f), but rather only need to show that there exists some choice of dual variables y

i for
which (2.7b) is feasible. This allows us to replace (2.7b) and (2.7d) with the following single-level
formulation:

min
s,V
e

c(s,V
e
) (2.8a)

s.t. (8i 2 NPQ),

U
e

i =V
e

isi, (2.8b)

vT
s y

i +ai,0 �V min
i , (2.8c)

Ay
i = ai,1, (2.8d)

y
i � 0. (2.8e)

We refer to (2.8) as the “bilinear” formulation due to the bilinear product of the sensor threshold
variables U

e
and the dual variables y

i in (2.8d). Similar to the KKT reformulation discussed previ-
ously, problem (2.8) is a single-level optimization problem. However, problem (2.8) has the major
advantage that no additional binary variables are required (beyond those associated with the sensor
locations in the upper-level problem) since there is no analogous equations to the complementar-
ity condition. Our numerical results in Section 2.4 show that modern mixed-integer programming
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solvers like Gurobi are capable of solving problem (2.8) for much larger systems than are pos-
sible with the standard KKT reformulation. However, the bilinear nonlinearity in (2.7d) induces
computational challenges that can be addressed with one additional reformulation that is discussed
next.

2.3.3 Bilinear to mixed-integer linear programming

The optimization problem in (2.8) is nonlinear due to bilinear terms in (2.7d). To address this
nonlinearity, we discretize the sensor thresholds, which are continuous variables in the previously
presented formulations, into d discrete steps with size e . Specifically, we define the vector of sensor
thresholds at each bus, V

e
, as

V
e
= hT vt , (2.9)

where

h =

2

6664

h0,1 h0,2 · · · h0,n
h1,1 h1,2 · · · h1,n

...
... . . . ...

hd,1 hd,2 · · · hd,n

3

7775
, (2.10a)

vt =

2

666666664

0
V min

V min + e
V min +2e

...
V min +(d �1)e

3

777777775

, (2.10b)

d

Â
i=1

hi,k = 1, (2.10c)

for all k 2 NPQ. Note that this discretization exploits the fact that any sensor alarm threshold will
necessarily be above the lower voltage limit V min

i . Using this discretization, the constraints (2.8c)
now contain bilinear products of binary variables. These products can be equivalently transformed
into a mixed-integer linear (as opposed to bilinear) programming formulation using McCormick
Envelopes [16]. With McCormick Envelopes and discrete sensor thresholds, the problem (2.8)
thus becomes a MILP that can be computed using any MILP solver. We refer to the reformulation
of (2.8) using the sensor threshold discretization (2.9) as the “MILP” formulation.

To further improve tractability, we can remove unnecessary binary variables by inspecting data
from the samples of power injections used to compute the conservative linear approximations of
the power flow equations. Let m be a bus where its voltage magnitude never reaches the highest
discretized sensor threshold value (i.e., V min +(d � 1)e) in any of the sampled power injections.
Given a sufficiently comprehensive sampling of the range of possible power injections, we can then
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simplify the discretized representation of the sensor alarm threshold as:

V
e

m = 0 ·h0,m +V min ·h1,m, (2.11a)
h0,m +h1,m = 1. (2.11b)

In other words, we can perform a pre-screening to eliminate binary variables associated with sensor
thresholds at buses that will never violate their voltage limits. We henceforth call this data-driven
simplification technique “binary variable removal” (BVR).

2.3.4 A heuristic technique for benchmarking purposes

To benchmark the performance of our proposed sensor placement problem formulation, we will
use a heuristic technique that exploits the traditional behavior of distribution systems where voltage
magnitudes typically drop as one moves down a feeder away from the substation. This behavior
suggests that the ends of each feeder may be good locations for locating sensors since the voltage
magnitude limits are likely to be violated here first.

This heuristic technique avoids the computational burden from computing the conservative linear
power flow approximations and solving some reformulation of the bilevel optimization problem.
However, this heuristic does not always work as it can introduce false negatives (i.e., failure to
alarm when there is a voltage limit violation) and, moreover, the results from this heuristic are not
optimal. Some system characteristics where this heuristic technique may perform poorly include
systems that have (i) DERs at or near the ends of some branches, (ii) the ability to reconfigure the
network by opening and closing switches, and (iii) many branches that would each require sensors.
With these system characteristics, the lowest voltage in each branch may no longer at the end of
that branch. Moreover, placing sensors at the end of all branches can be very costly in systems that
are complicated with many branches. Illustrative examples of systems with such characteristics are
provided in Section 2.4.4.

2.3.5 Comparisons of each formulation

The previous subsections present several problem reformulations that convert the bilevel sensor
placement problem (2.1) into various single-level problems that can be solved with mixed-integer
programming solvers like Gurobi. Each reformulation has different computational characteristics
and yields solutions with differing accuracy. We next compare the KKT-based reformulation (2.14)
described in Appendix 2-A with the duality-based bilinear reformulation (2.8) described in Sec-
tion 2.3.2 according to the following characteristics:

1. The presence of nonlinear terms.

2. The number of decision variables.

3. The number of constraints.

Both the KKT and bilinear reformulations involve nonlinear functions. The KKT reformulation

28



introduces nonlinearities associated with the complementary slackness condition, which, in our
formulation, is the product of a dual variable and a linear function of the primal variables. This
nonlinearity can be linearized by introducing additional binary variables and big-M constraints as
described in Appendix 2-A. The duality reformulation has bilinear terms in (2.7d). These bilinear
terms can be linearized by discretizing the sensor thresholds using binary variables as described in
Section 2.3.3.

To assess the number of decision variables and the number of constraints, consider a system where
there are b PQ buses, of which there are r buses where the voltage magnitudes may violate their
limits. (Recall that we employ a pre-screening method to identify buses where the voltage limits
might be violated based on the sampled power injections used to compute the conservative linear
approximations of the power flow equations as discussed in Section 2.3.3.) The total number of
decision variables in the KKT reformulation is 5 ·b · r+2 ·b (2 ·b · r from power injections, 3 ·b · r
from dual variables, b from the voltage thresholds, and b from the sensor locations). Our proposed
duality-based bilinear reformulation involves only 3 · b · r + 2 · b decision variables. All of these
variables are similar to the KKT reformulation except for the power injections, which are entirely
removed by duality.

Regarding the number of constraints, the duality-based bilinear reformulation does not have the
stationarity conditions, primal feasibility, or power injections directly involved, resulting in a re-
duction of 2 ·b · r+b · r+2 ·b · r = 5 ·b · r constraints. The implications that these differences have
on tractability is best assessed via the solution times presented in section 2.4.

2.3.6 Approximate gradient descent

Solving any of the reformulated bilevel optimization problems may lead to false positives, i.e.,
alarms that occur in the absence of a voltage limit violation. This is an inherent result of the
conservativeness of our conservative linear approximations that replace the power flow equations
in the lower-level problem (2.1e)–(2.1g). These false positives are undesirable because they may
lead system operators to take unnecessary corrective actions that could reduce the efficiency of
system operations or put avoidable wear on system components.

To reduce the number of false positives, this section proposes a post-processing step that itera-
tively adjusts the sensor thresholds that result from the reformulated bilevel optimization problems.
We refer to this post-processing step as the Approximate Gradient Descent (AGD) method. This
method uses the voltage magnitudes associated with a large number of sampled power injections
within the considered range of power injection variability. These samples can be the same as those
used to compute the conservative linear approximations of the power flow equations.

In this section, let superscript k denote the kth iteration of the algorithm. Let eAGD be a step size
for adjusting the sensor thresholds and f k be the number of false positives (spurious alarms) from
the sampled power injections using the sensor thresholds in the kth iteration. Using the sampled
power injections, this method computes an “approximate gradient” indicating how small changes
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Figure 2.1: A diagram showing the process of computing sensor locations and alarm thresholds. The final
step is performed iteratively until any additional changes would result in false negatives (i.e., undetected
constraint violations).

to the sensor alarm thresholds affects the number of false positives. The approximate gradient at
iteration k is denoted as gk. We denote the set of buses with sensors as Ns. Subscripts denote the
bus number and superscripts denote the iteration number.

Similar to the presentation of the reformulations above, we focus on the lower voltage limits for
ease of presentation. Extensions to consider upper voltage limits are straightforward. Let D f k

i
represent the change in the number of false positives among the sampled power injections using
the sensor thresholds in the kth iteration when the sensor alarm threshold V

e
k
i is reduced by eAGD

(leaving all other sensor thresholds unchanged). We then compute an approximate gradient gk by
comparing the values of D f k

i across different buses i:

gk =
D f k

Âi2Ns D f k
i
. (2.12)

The approximate gradient gk thus points in the direction of the steepest reduction in the (empirically
determined) number of false positives. Each iteration of the gradient descent method updates the
sensor thresholds according to the update rule:

V
e

k+1 =V
e

k + eAGD ·gk. (2.13)

The AGD method terminates when taking an additional step would result in the appearance of
false negatives, i.e., undetected violations of voltage limits. Fig. 2.1 illustrates the overall process
for computing the sensor locations and alarm thresholds starting from computing the conservative
linear approximations of the power flow equations (a pre-processing step), solving a reformulation
of the bilevel problem, and adjusting thresholds via the approximate gradient descent method (a
post-processing step).

2.3.7 A system with multiple possible configurations

Sensors are placed once and operate for extended periods of time during which network conditions
may change. The range of power injection variability specified in the bilevel problem formula-
tion (2.1i)–(2.1j) models changes due to, e.g., time-varying load demands and fluctuating power
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outputs of distributed energy resources. The topology of electric distribution networks may also
change due to network reconfiguration as system operators adjust the status of switches. Net-
work reconfiguration is particularly relevant in the sensor placement problem as the relationships
between sensors within the distribution system can effectively change with adjustments to the net-
work topology, even though the sensor is physically located at the same bus.

To address this, our sensor placement formulation can be extended to consider a set of possible
network topologies. In this context, the goal of the sensor placement problem is to determine
locations for sensors and sensor alarm thresholds that will reliably identify voltage limit violations
for any topology within the considered set. In this setting, the sensor locations must be selected
once and remain consistent across all topologies, but the sensor alarm thresholds may vary between
different topologies. With m different topologies for an n-bus system, the computational complexity
is similar to solving a sensor placement problem for an (n ·m)-bus system with one configuration.

For each topology, we compute different conservative linear approximations of the power flow
equations and introduce additional lower-level problems (i.e., for a specific bus, each configuration
introduces different constraints (2.8b)–(2.8e)). We emphasize that the sensor locations are the same
across all topologies, which is accomplished by having a single binary variable indicating whether
a sensor is located at a particular bus, not indexed by the network topology.

2.4 Numerical Tests

In this section, we perform numerical experiments on a number of test cases to analyze the sen-
sor locations and thresholds, demonstrate the advantages of our problem reformulations and the
post-processing step, and compare results and computational efficiency from different problem for-
mulations.

The test cases we use in these tests are the 10-bus system case10ba, the 33-bus system case33bw,
and the 141-bus system case141 from MATPOWER [13]. For the CLAs, we minimize the `1 error
with 1000 samples in the first iteration and 4000 additional samples in a sample selection step
and choose a quadratic output function of voltage magnitude (V 2). (See [14] and Chapter 1 for
a discussion on computationally efficient iterative methods for computing CLAs and variants of
CLAs that approximate different quantities in order to improve their accuracy.) All power injections
vary within 50% to 150% of the load demand values given in the MATPOWER files except for
case33bw where we consider a variant with solar panels installed at buses 18 and 33. The loads at
these two buses vary within -200% to 150% of the given values.

We implement the single-level reformulations of the sensor placement problem in MATLAB using
the YALMIP toolbox [17] and use Gurobi as a solver [18] with a tolerance of a 0.005 gap value (also
known as MIPgap in Gurobi) unless otherwise stated. The step size for AGD is eAGD = 2⇥ 10�4

per unit. The computation times for the CLAs, the voltage limits, and the value of d in the objective
function (2.3) for all test cases are provided in Table 2.7 in Appendix 2-B.
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Table 2.1: Results showing sensor alarm thresholds and number of false positives from KKT, bilinear, and
MILP reformulations.

KKT
§

Bilinear MILP w/o BVR MILP

case10ba case10ba case33bw case141 case10ba case33bw case141 case10ba case33bw case141
Running Optimality 26.7 1.96 4.47 46.52 1.95 3.19 69.6 1.54 2.87 22.95
time [s] AGD — 0.66 7.12 95.3 — 10.6 69.9 — 7.75 49.7
Sensor location(s) 10 10 12, 16, 32 79, 80, 82, 85 10 14, 31 76, 80, 86 10 14, 30 80, 86

Sensor threshold(s) 0.9 0.9017
0.9118, 0.9167, 0.92, 0.9213,

0.9
0.919 0.92, 0.9295,

0.9
0.9195 0.929

0.9113 0.93, 0.93 0.9195 0.9295 0.9190 0.9295

with AGD — 0.9
0.9118, 0.9144, 0.92, 0.9213,

—
0.9169 0.92, 0.9216,

—
0.917 0.9212

0.9105 0.9217, 0.9201 0.9148 0.9202 0.9171 0.9201
# feasible points 7317 7317 9560 9955 7317 9560 9955 7317 9560 9955

# false positive(s) 0 401 674 7207 0 2131 6664 0 1033 6664
with AGD — 0 209 4 — 556 11 — 339 6

# false negatives 0 0 0 0 0 0 0 0 0 0
§The solver takes over 55000 s to compute the optimal solution but fails to find one for case33bw
and case141.
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Figure 2.2: Bar graphs showing the computation times for solving various problem reformulations and
executing the approximate gradient descent method.

2.4.1 Sensor locations

Section 2.3.5 discusses the number of decision variables in each reformulation. The difference
in the number of decision variables is one of the main factors that directly impacts the solver’s
computation time. One of the techniques that we use is removing unnecessary binary variables in
the MILP formulation based on the observation from data obtained in the pre-processing step (i.e.,
computing CLAs). Another factor is the presence of nonlinear expressions in each formulation. The
impact of these factors is difficult to characterize analytically, so we next present empirical com-
parisons on the three aforementioned test cases. We compare the quality of results and computation
time from the following reformulations: (i) the KKT reformulation (2.14), (ii) the duality-based bi-
linear problem (2.8), (iii) the MILP reformulation that uses discretized sensor alarm thresholds (2.9)
without applying the binary variable removal (BVP) method and (iv) the MILP reformulation that
uses discretized sensor alarm thresholds (2.9) in combination with the BVR method.

The first test case is the 10-bus system case10ba, which has a simple single-branch distribution
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network. We consider a variant of this case where the loads are 60% of the given values in the
MATPOWER file. The results from each reformulation place a sensor at the end of the branch (i.e.,
the furthest bus from the substation) with an alarm threshold of 0.9 per unit (at the voltage limit).
Fig. 2.2a compares computation time from the four reformulations. The reformulation using the
KKT conditions takes 26.7 s while the bilinear, the MILP without BVR, and the MILP formulations
take only 1.96, 1.95, and 1.54 s, respectively. Since the sensor threshold value for the KKT and
both MILP formulations is at the safety limit, AGD is not needed. On the other hand, the bilinear
formulation gives a higher alarm threshold. As a result, the AGD method is applied as the post-
processing step to achieve the lowest possible threshold without introducing false alarms. The
number of false positives reduces from 0.055% to 0%. The run time of the AGD method is 0.66s.

The second test case is the 33-bus test system case33bw, which has multiple branches. Table 2.1
shows the run time of the bilinear and the two MILP formulations. We exclude the run time for
the KKT formulation since the solver fails to find even a feasible (but potentially suboptimal) point
within a time limit of 55000s (15 hours). Our final test case is the 141-bus system case141. Similar
to the 33-bus system, the solver could not find the optimal solution for the KKT formulation within
a time limit of 55000s (15 hours). Table 2.1 again shows the results for this test case, and Figs. 2.2b
and 2.2c compares the computation times for the bilinear and MILP reformulations.

To assess the computational speed and solution quality from each reformulation, Table 2.1 shows
both the computation times and the results of randomly drawing sampled power injections within
the specified operating range, computing the associated voltages by solving the power flow equa-
tions, and finding the number of false positive alarms (i.e., a voltage at a bus with a sensor is
below a sensor threshold but there is no voltage violation happening in the system). The results
for the 33-bus and 141-bus test cases given in Table 2.1 illustrate the performance of the proposed
reformulations. Whereas the traditional KKT-based approach is computationally intractable, our
proposed reformulations find solutions within approximately one minute, with the MILP reformu-
lation with the BVR method typically exhibiting the fastest performance. (We further note that the
MILP reformulation has advantages in the range of solvers that can handle such problems relative
to the more restrictive set of solvers that suitable for the bilinear reformulation.) The solutions to
the reformulated problems place a small number of sensors (two to four sensors in systems with an
order of magnitude or more buses). The solutions have a similar pattern: in all cases, there are no
false negatives. In other words, as intended, the sensor alarms for every sample where the voltage
limits are violated. Conversely, there are a relatively large number of false positives (i.e., spurious
sensor alarms) prior to applying the AGD method. After applying the AGD method, the number
of false positives decreases dramatically to a small fraction of the total number of samples. Thus,
the overall sensor placement approach is a computationally efficient method for identifying a small
number of sensor locations and associated alarm thresholds that reliably identify voltage constraint
violations with no false negatives (missed alarms) and few false positives (spurious alarms).
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Table 2.2: Results from different MIP gap tolerances for case33bw

Bilinear MILP

MIP Gap Tolerance 0.3% 0.1% 0.3% 0.1%
Running Optimality 4.81 5.51 3.01 7.35
time [s] AGD 4.82 4.59 8.21 5.14

Sensor location(s) 15, 31 18, 31 14, 32 17, 33

Sensor threshold(s)
0.9169 0.9136 0.9195 0.9125
0.9126 0.9126 0.918 0.912

with AGD
0.9154 0.9123 0.9169 0.9111
0.9117 0.9117 0.9136 0.9106

# feasible points 9560 9560 9560 9560
# false positive(s) 516 537 1941 334

with AGD 195 260 495 74
# false negatives 0 0 0 0

2.4.2 MIP gap tolerance, solver times, and solution quality

Each of the problem formulations involve a mix of continuous and binary variables, thus requir-
ing solution from mixed-integer programming solvers like Gurobi. These solvers are based on
branch-and-bound algorithms that iteratively update upper and lower bounds on the optimal so-
lution, terminating when the difference between these bounds (i.e., the “MIP Gap”) converges to
a value less than a specified tolerance. The choice of MIP gap tolerance can directly affect the
running time and the quality of the solution (e.g., sensor thresholds and number of sensors).

We investigate the effect of two different choices for the MIP gap tolerance, 0.3% and 0.1%, on the
bilinear and MILP reformulations for the test cases case33bw and case141. The results are shown
in Table 2.2 and Table 2.3, respectively. As expected, these results suggest that decreasing the MIP
gap tolerance can increase the computational times in some cases, with approximately twice as
much time required for the MILP reformulation with case33bw and the bilinear formulation with
case141. Nevertheless, the computation times with the smaller MIP gaps are still reasonable in
all cases (less than two minutes), and the MIP gap tolerance had little impact on the computation
times for other cases. Regarding solution quality, tighter MIP gap tolerances can lead to fewer
sensors (as in the bilinear reformulation with case141) and fewer false positives (as in the MILP
reformulation with case33bw). However, the results are not uniformly improved by tightening
the MIP gap tolerance, as the 0.1% tolerance led to the same number of sensors and more false
positives than the 0.3% tolerance after applying the AGD method. This suggests a potential benefit
of assessing the performance of multiple “nearly optimal” solutions obtained with different MIP
gap tolerances.
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Table 2.3: Results from different MIP gap tolerances for case141

Bilinear MILP

MIP Gap Tolerance 0.3% 0.1% 0.3% 0.1%
Running Optimality 49.9 94.3 27.6 27.7
time [s] AGD 81.4 65.4 45.6 45.6

Sensor location(s)
79, 80, 79, 80, 80, 80,
82, 85 85 86 86

Sensor threshold(s)
0.92, 0.9213 0.9297, 0.929, 0.929,

0.93, 0.93 0.92, 0.93 0.9295 0.9295

with AGD
0.92, 0.9213 0.9219, 0.9212, 0.9214

0.9217, 0.9201 0.92, 0.9201 0.9201 0.9201
# feasible points 9955 9955 9955 9955
# false positives 7207 7174 6664 6664

with AGD 2 3 5 5
# false negatives 0 0 0 0

2.4.3 Multiple configurations

The previous results described the sensor placements for the case10ba, case33bw, and case141
systems in their nominal network topologies. In this section, we next demonstrate the effectiveness
of our problem reformulations for variants of these systems with multiple network configurations.
We consider a variant of the case33bw system with three different network configurations and two
solar PV generators installed at buses 18 and 33. The first configuration is the nominal topology
given in the MATPOWER version of the test case. In the second configuration, the line connecting
buses 6 and 7 is removed and a new line connecting buses 4 and 18 is added. The third configuration
removes the line connecting buses 2 and 19 and adds a new line connecting buses 19 and 25.

Table 2.4 shows the results from using the bilinear and MILP reformulations to solve the multiple-
configuration problem for this case. The results generally mirror those from the single-network-
configuration test cases shown earlier in that computation times are still reasonable (approximately
a factor of four larger), there are no false negatives (i.e., the sensors still alarm for all sampled
power injections with voltage limit violations), and a small number of false positives after applying
the AGD method.

Now we consider each configuration separately where sensor locations are not necessary the same.
The results from Table 2.5 indicate that configurations 1 and 2 require only two sensors while
configuration 3 requires only one sensor as opposed to three-sensor solution obtained from the
multiple-configuration problem. This demonstrates the need to jointly consider network topologies
in one problem for such situations.
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Table 2.4: Results for the 33-bus system with three network configurations.

Bilinear MILP

Config 1 Config 2 Config 3 Config 1 Config 2 Config 3

Running Optimality ––––––––––––––– 20.1 ––––––––––––––– ––––––––––––––– 7.93 –––––––––––––––
time [s] AGD 6.65 2.59 1.52 7.56 3.09 3.26

Sensor location(s) –––––––––– 8, 14, 26, 33 –––––––––– ––––––––––––––– 9, 14, 30 –––––––––––––––

Sensor thresholds
0.91, 0.919, 0.9126, 0.91, 0.91, 0.91, 0.91, 0.919, 0.9185, 0.91, 0.91, 0.91,
0.91, 0.9113 0.91, 0.9111 0.9106, 0.9137 0.919 0.919 0.9165

with AGD
0.91, 0.917, 0.9118, 0.91, 0.91, 0.91, 0.91, 0.9169, 0.9167, 0.91, 0.91, 0.91,
0.91, 0.9106 0.91, 0.9111 0.9102, 0.9137 0.9173 0.919 0.9153

# feasible points 9560 8292 9112 9560 8292 9112
# false positives 619 486 128 919 1238 655

with AGD 221 176 28 347 396 292
# false negatives 0 0 0 0 0 0

2.4.4 Comparison to a heuristic sensor placement technique

We next demonstrate the performance of the heuristic sensor placement technique described in
Section 2.3.4 in the context of multiple network configurations for the three-configuration variant of
the test case case33bw. We study the effects of two versions of this heuristic: (1) place sensors at the
end of all branches based on configuration 1 and (2) place sensors at the end of branches considering
all configurations. The results are shown in Table 2.6. For the first version of this heuristic, we place
four sensors. This technique works well in configuration 1; however, it introduces false negatives
(failure to alarm in cases with voltage limit violations in approximately 10% to 20% of the power
injection samples for configurations 2 and 3 since the sensors are instead located in the middle
of some branches and thus do not capture all possible violations. To reduce the number of false
negatives, we next consider sensor locations based on all configurations, i.e., the second version of

Table 2.5: Results for the 33-bus system with three network configurations where sensor locations are not
necessary the same.

Config 1 Config 2 Config 3

Sensor location(s) 14, 30 9, 31 30
Sensor 0.9195 0.9185

0.9185
threshold(s) 0.9190 0.9185

with AGD
0.9170 0.9167

0.9153
0.9149 0.9185

# feasible points 9560 8292 9112
# false positives 1048 1245 1453

with AGD 348 407 292
# false negatives 0 0 0
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Table 2.6: Results for the 33-bus system with three network configurations using two variants of the heuristic
technique

Case Config 1 Config 2 Config 3

v
e
r
s
io

n
1

Sensor location(s) –––––––––– 18, 22, 25, 33 ––––––––––
Sensor thresholds ––––– 0.91, 0.91, 0.91, 0.91 –––––
# feasible points 9560 8292 9112
# false positives 0 0 0
# false negatives 0 1626 885

v
e
r
s
io

n
2

Sensor location(s) ––––– 7, 18, 22, 25, 26, 33 –––––
Sensor thresholds 0.91, 0.91, 0.91, 0.91, 0.91, 0.91
# feasible points 9560 8292 9112
# false positives 0 0 0
# false negatives 1 0 0

the heuristic. This results in six sensors being placed and only one occurrence of a false negative.
Comparing to our approach (refer to Table 2.4), we only need three sensors (as opposed to six
sensors) to detect all violations. We also note that the heuristic further reduces the (already small)
number of false positives (spurious sensor alarms) associated with the solution to the reformulated
problem, but still has a false negative.

2.5 Conclusion

This chapter has formulated a bilevel optimization problem that seeks to minimize the number
of sensors needed to detect violations of voltage magnitude limits in an electric distribution sys-
tem. This problem aims to determine sensor locations and alarm thresholds that result in reliably
avoiding false negatives (i.e., undetected constraint violations) while reducing the number of false
positives (spurious alarms when the voltages are all actually within their limits).

Since this bilevel problem is difficult to solve directly, we developed several approaches for address-
ing its computational challenges. We first addressed the power flow nonlinearities in the lower-level
problem via previously developed conservative linear approximations of the power flow equations.
These approximations provide overestimates and underestimates of the nonlinear power flow equa-
tions over the relevant operational range. By replacing the nonlinear power flow equations with
these conservative linear approximations, we can ensure that the resulting sensor locations and
alarm thresholds are sufficient to identify any constraint violations that might occur for any power
injections within a specified range of power injection fluctuations.

Even after employing the conservative linear approximations, the sensor placement problem re-
mains computationally challenging due to its bilevel nature. We use both analytical arguments and
several test cases to show that standard techniques for reformulating the sensor placement problem
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to a single-level formulation via the KKT conditions of the lower-level problem yield optimization
problems that are only tractable for small systems. We therefore exploit structure specific to this
problem to obtain single-level mixed-integer programming formulations that can be solved with
commercial solvers. Key insights in these reformulations include the importance of discretizing
the sensor thresholds and a tailored dualization approach that avoids introducing unnecessary addi-
tional discrete variables, as would be required using traditional methods for bilevel problems.

The resulting sensor placement reformulations require substantially less computational time than
standard reformulation techniques, thus enabling us to scale up to problems with tens to hundreds
of buses. Furthermore, we developed extensions to these reformulations that consider the possibil-
ity of multiple network topologies, with the results still showing strong computational scalability
characteristics.

To improve the sensor placements resulting from this bilevel problem formulation, we developed a
post-processing technique that reduces the number of false alarms. Using an approximate gradient
approach, this post-processing technique adjusts the sensor thresholds to make them less conserva-
tive while not introducing false negatives (missed alarms). The combination of the bilevel problem
reformulation and this post-processing technique allows us to compute sensor locations and alarm
thresholds that have a small number of false alarms and no missed alarms, as validated numerically
using out-of-sample testing.
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Appendix 2-A: Bilevel problem and KKT conditions

Following standard reformulation techniques [15], replacing the lower-level problem with its KKT
conditions yields the following single-level problem. Similar to the presentation of the dual refor-
mulation (2.7), we only consider violations of the lower voltage limits for the sake of simplicity
in the presentation, but extensions that consider both upper and lower voltage limit violations are
straightforward. The following problem setup demonstrates the sensor placement problem using
the KKT conditions:

min
s,V
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e
) (2.14a)
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where the operator � is the element-wise multiplication, ei is the ith column of the identity matrix;
l , G := (g1,g2, . . . ,g2m), and P := (p1,p2, . . . ,p2m) are dual variables associated with the con-
straint (2.6e) (given that there are m PQ buses), the lower bounds on the ranges of power injections,
and the upper bounds on the ranges of power injections, respectively. Equations (2.14e)–(2.14j) are
the KKT conditions of the lower-level problem. Equation (2.14e) is the stationarity condition. The
primal feasibility conditions in (2.14f)–(2.14g) are similar to the constraints (2.6e)–(2.6g) in the
original problem with conservative linear approximations of the power flow equations. The com-
plementary slackness conditions are (2.14h)–(2.14j) and the dual feasibility condition is (2.14k).
Observe that the complementary slackness conditions give rise to nonlinear functions due to the
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multiplication of the dual variables l , G, and P with the primal variables P and Q. To handle
these nonlinearities, traditional methods for bilevel optimization replace these products using addi-
tional binary variables and a big-M reformulation which ensures that at least one of the terms in the
product equals zero (i.e., a logical OR condition). To do so, traditional methods require specifying
upper bounds on the dual variables l , G, and P. Appropriate upper bounds are difficult to deter-
mine. Choosing too large of values for these bounds results in poor computational performance
since the relaxations used by MILP solvers will be loose. Choosing too small of values for these
bounds will change the problem, potentially leading to suboptimal solutions or even infeasibility
of otherwise feasible problems.

Appendix 2-B: Running time and data

The table below shows the time required for computing the conservative linear approximations, the
voltage limits, and the benefit from avoiding placing a sensor (i.e., d in (2.3)) for the numeric test
cases case10ba, case33bw, and case141. This information is used in Section 2.4.

Table 2.7: CLA running time and data for test cases.

case10ba case33bw case141
CLA running

58 198 1415
time [s]

Safety limit [pu] 0.90 0.91 0.92
Benefit from avoiding

0.88 0.89 0.9
a sensor placement (d )
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1. Introduction

With increasing numbers of distributed energy resources (DERs) connected at the distribution level,
distribution grids are no longer passive loads in the transmission system operation. This can some-
times cause issues in distribution grid operation, as DERs change typical loading conditions and
introduce power quality issues such as overvoltages or voltage unbalance. On the other hand,
the increasing number of dispatchable DERs in distribution grids offers the possibility to provide
services such as operating reserves to the transmission systems. One challenge associated with
controlling DERs is that they are managed by different (and sometime multiple) entities such as
their individual owner, the responsible distribution utility or distribution system operator (DSO),
as well as third-party aggregators. The control objectives of these entities may be different and
conflicting, making it important to establish effective frameworks for coordination. In this part of
our project, we assume that DERs are controlled by aggregators with no knowledge of distribution
grid constraints. Our goal is to establish a range of secure operating ranges for the DERs. These
ranges are defined as allowable ranges of aggregate active power response from the DERs (such
as aggregate DER response to a reserve activation from a transmission system operator). As long
as the aggregate DER response remains within the specified range, we guarantee that there are no
violations of the grid constraints, regardless of an aggregator chooses to disaggregate the power
among DERs (i.e., it will not matter which individual DERs are asked to respond to the signal).
Thus, the proposed method can be used to easily communicating limits on DER operations in the
grid to aggregators and transmission system operators. This addresses important questions asso-
ciated with the recently announced FERC Order 2222 [2], which mandates that DER aggregators
should be allowed to participate in Independent System Operator (ISO) markets.

To illustrate the main idea behind the proposed method, we provide a simple motivating exam-
ple. Consider the small power system illustrated in Fig. 1.1 where generators and a distribution
grid are connected to the transmission system. The two generators G1 and G2 can bid into the
electricity market and the amount of power provided by them combined is determined by solving
a transmission system dispatch problem that considers the transmission constraints expressed us-

Aggregator A1

Aggregator A2

Transmission

System

G1

G2 𝑃min,
𝑃max

𝑃min,
𝑃max

Figure 1.1: Example of transmission-distribution interaction.
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ing Pmin,Pmax. Analogous to this, the distribution grid comprises of two DER aggregators A1 and
A2 that control DERs at multiple nodes as illustrated by the red and green circles, respectively.
These aggregators can now bid into the electricity market. However, including the operational lim-
its of each individual DER or individual DER aggregator in the transmission system dispatch prob-
lem can increase the computational complexity [3, 4, 5]. Thus, one promising alternative to model
distribution grid capacity limits is for the DSO to identify the aggregate flexibility limits Pmin,Pmax
of power that can be provided from all DERs in the distribution grid while guaranteeing that no
grid constraints are violated. More specifically, the DSO determines the ability of the distribution
grid to modify the power exchanged with the transmission system at the point of interconnection
(i.e. substation) while ensuring that the grid stays secure. These grid constraints can then be used
analogous to transmission limits specified for individual lines and reduces the need to integrate a
detailed distribution grid model.

1.1 Literature Review: Existing Methods to Find Aggregate Power Flexibility

There are numerous works in literature which focus on identifying flexibility of individual
DERs [6, 7] as well as system-level aggregate power flexibility [8, 9, 10] in distribution grids. Data-
driven approaches employing Monte Carlo simulations with a large number of sampling scenarios
are described in [11, 12, 13] to estimate the aggregate power flexibility range. Bilevel optimization
models are used to improve the interactions between DSO and aggregators in [14, 15, 16, 17] as
well as interactions between end consumers and aggregators in [17, 18]. Most of these methods
assume that network constraints such as voltage magnitude limits are non-binding and hence, do
not consider them. However, this might not be true for distribution grids with high penetrations of
DERs where ensuring that voltage limits are not violated can be highly critical. The methods pro-
posed in [19, 20] do consider network constraints to solve the flexibility aggregation and feasible
disaggregation problem for a single time-step in the system. Geometric approaches that consider
temporally coupled constraints are discussed in [21, 22, 23], where polytope sets are utilized to
describe the power flexibility of an individual DERs. The aggregate power flexibility is then deter-
mined using polytopic projection in higher dimensional space or calculating the Minkowski sum
of the polytope sets. It is important to note that the resulting mathematical problems are complex
and cannot be solved efficiently. Furthermore, most of these previous works model the distribu-
tion grids using a balanced, single-phase equivalent power flow model. However, distribution grids
are typically unbalanced due to untransposed lines, and asymmetrical three-phase loads [24]. To
that end, [25, 26, 27, 28] employ the unbalanced three-phase network model to perform power
flexibility aggregation for distribution grids.

1.2 Main Contributions and Goals

All the researches mentioned above assume that aggregators cooperate with the DSOs to maximize
the DER flexibility. For any aggregate power flexibility determined by the DSO, if there exists a
feasible disaggregation solution, it is assumed that the aggregators are aware of this solution and are
required to adjust power injections of the DERs according to it. In practice, there may be multiple
aggregators in the distribution network competing for the same capacity, and the DSO and aggrega-
tors are decision-makers who may make uncoordinated decisions according to partially conflicting,
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individual objectives. In order to provide more freedom to the aggregators and transmission system
operator to optimize their own outcomes (e.g. by choosing which DERs to control or deciding
which aggregator to purchase flexibility from), the DSO can determine aggregate power flexibility
such that any disaggregation solution (even the worst-case) will be feasible. This is the goal of the
proposed method.

By definition, the aggregate flexibility will be smaller if we assume a worst-case disaggregation
solution. As a result, the worst-case approach could lead to conservative solutions. However, it is
possible to limit this conservativeness by determining simple rules for DER control activation, such
as mandating that all DERs can only either increase or decrease their consumption or allowing the
utility more control over DER reactive power output. These types of rules are easy to communicate
to the aggregators. Furthermore, the aggregators have an incentive to follow them as it allows the
DSO to increase the aggregate power flexibility range that can be offered to the grid, which works
to the aggregator’s benefit. Note that the DSO does not allocate capacity limits for individual
DERs or individual DER aggregators, but instead determines total capacity limits for all DER
devices combined. The individual DER aggregator capacity limits (and associated bids to provide
flexibility) will be considered by the transmission system operator as part of the market clearing,
which takes the distribution grid constraints as an input.

1.3 Overview of Bilevel Optimization Approach

Since this decision making process is hierarchial where an upper-level authority (i.e. DSO) takes
decisions based on the unknown (and thus assumed to be worst-case) responses by the lower-level
entity (i.e. aggregators), it is natural to leverage a bilevel optimization framework. We formulate a
bilevel optimization problem which identifies the largest amount of active power flexibility that can
be provided to the transmission system (i.e., at the substation). Our objective is to find the maximum
allowable change in active power at the substation (relative to the current operating point) such that
there are no voltage magnitude violations in the network, regardless of how this change in power
injections is allocated by the aggregators among the individual DERs. This optimization problem
is solved subject to several rules for DER active and reactive power control activation that can
be easily communicated to aggregators. The upper-level problem maximizes the allowable power
injections while guaranteeing that the voltage magnitudes stay within acceptable limits. The lower-
level solves a three-phase OPF problem for each node in the network with objective to find the
worst-case disaggregation solution that causes the largest (or smallest) voltage magnitude in the
grid, subject to the power flow constraints and rules for DER activation. The lower-level problem
is similar to the formulation proposed in [29], which we extend to include an unbalanced three-
phase power flow model and consideration of limits on DER control and the DER activation rules.
We assume that the DSO enforces that all DERs are either increasing or decreasing their power
output and also controls the reactive power setpoints of the DER inverters according to the IEEE
Standard 1547-2018 [30]. We consider three different inverter reactive power control modes for
reactive power control, namely constant power factor, constant reactive power and voltage-reactive
power modes. We assume that the reactive power control setpoints are provided to the DERs either
through the aggregator or directly from the DSO.
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In the next few sections, we provide a brief overview of bilevel optimization and then present the
formulation of the bilevel problem to identify aggregate power flexibility. We then describe the
bilevel mathematical model and the analytical reformulation of the problem using linear approxi-
mations and strong duality. Finally, we test the proposed approach on two unbalanced distribution
feeders.

1.4 Bilevel Optimization: Theoretical Background

A bilevel problem can be defined as an optimization problem that is constrained by another opti-
mization problem. One of the main reasons to choose a bilevel optimization approach in our work
is because we have two independent decision makers i.e. the DSO and DER aggregators and each
of them has their own objective and constraints. By using this approach, we are able to capture the
conflicting interests of the DSO and aggregators. To better explain how to solve such a problem
with hierarchical structure, we consider a sequential game based on the Stackelberg game the-
ory [31] where two players are involved. The first player is referred to as the leader problem with
the decision vector represented by Xu. The decision vector of the second player or the follower
problem is denoted by Xl. From a mathematical point of view, a general bilevel problem is given
by

max
Xu

fu(Xu,X̂l) (1.1a)

s.t. gu(Xu,X̂l)≤ 0, (1.1b)

hu(Xu,X̂l) = 0, (1.1c)

where X̂l = argmax
Xl

fl(Xu,Xl) (1.1d)

s.t. gl(Xu,Xl)≤ 0, (1.1e)
hl(Xu,Xl) = 0. (1.1f)

Here, (1.1a)-(1.1c) describes the leader or the upper-level problem and (1.1d)-(1.1f) represents
the follower or the the lower-level problem. It is important to note the optimal reaction of the
follower is included in the decision making process of the leader in the bilevel problem. The leader
problem has full knowledge of the objective and constraints of the follower problem, whereas the
follower problem can only observe the decisions made by the leader problem and then optimize
their own strategy. Therefore, the follower problem can be considered as an Xu-parameterized
problem where the upper-level decision vector is assumed to be known and not considered as a
variable. The solution pair (Xu, X̂l) where X̂l denotes the optimal response of the follower problem
to the leader problem’s decision Xu is feasible provided that X̂l satisfies the constraints (1.1b)-(1.1c)
in the upper-level problem.

Although there is considerable body of literature on solving bilevel optimization problems, the
hierarchical structure of the problem introduces challenges such as disconnectedness and non-
convexity [32]. Even for simple examples of bilevel optimization tasks, it has been observed that
the problems are not straightforward to handle mathematically. As a result, bilevel problems are
considered to be strongly NP-hard to solve [33, 34]. Some of the classical approaches to solve
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bilevel problems are summarized below:

• Single-level reduction: One of the most commonly used strategies is to reformulate the
bilevel problem as a single-level problem. If the follower problem is convex, we can
replace the lower-level optimization problem with its Karush-Kuhn-Tucker (KKT) condi-
tions [35, 36, 37] or apply the strong duality theorem [38, 39, 40] for the lower-level problem.
The advantage of this method is that the resulting single-level reformulation can be directly
solved using state-of-the-art commercially available solvers.

• Descent methods: This is based on finding a descent direction in bilevel optimization that
results in decrease in upper-level objective function value while ensuring that the solution is
feasible [34, 41, 42]. A drawback of this approach is that finding the descent direction can
be complex.

• Penalty function methods: This approach reformulates the problem as an unconstrained op-
timization task where a penalty term measures the extent of constraint violation [43, 44].
While the lower-level problem is replaced by a penalized problem, the bilevel structure is
still maintained and as a result, the reduced problem is still challenging to solve.

• Trust-region methods: This is an iterative method where at every iteration, a model of the
bilevel problem is built around the approximate solution [45, 46, 47]. If the approximation
is accurate, the region is enlarged, otherwise it is reduced. Although this approach is pop-
ular due to the strong convergence properties, it can be computationally expensive since it
involves solving the bilevel problem over multiple iterations.

Based on the advantages and limitations of the different approaches mentioned above, we choose to
develop a linear bilevel problem which can be reformulated using the strong duality based, single-
level reduction approach. We will discuss the reformulation in more detail in Section 2.3.
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2. Model with Full System Observability

In this section, we assume that we have full information about the current operating point in the
grid and the full system model (this assumption will be relaxed later in Section 3). Under this
assumption, we describe our model of the flexibility offered by solar PV inverters and loads in
the distribution grid and present a formulation of a bilevel optimization problem. The model we
describe below is a linear model

2.1 System Modeling

We use phasor notation x = |x|∠θ = xd + jxq, where x is a complex phasor; |x|,θ denote the mag-
nitude and angle components; xd,xq represent the real and imaginary components, and j =

√
−1.

The complex conjugate of x is represented by x∗. We consider a network with one slack node
and N denotes the set of remaining nodes with n = |N |. In general, distribution grids comprise
of several single- and two-phase nodes. Without loss of generality, we assume all nodes have
three-phases with the set of phases defined by Φ = {a,b,c}. For nodes with missing phases, the
corresponding entries are set to zero. The total number of single-phase connections is represented
by 3(n+ 1). The distribution substation with index i = 0 is chosen as the slack node. Apart from
the substation, the only other generators we consider in the network are single-phase, residential
solar PV systems. To simplify notation, we assume that there is one solar PV inverter and one
load at each single-phase connection of every node i ∈ N . If there is no solar PV or load at some
node connected to a phase, the corresponding entries are set to zero. All the optimization variables
are denoted using bold letters and all vectors as well as matrices are represented using capital let-
ters. We represent the element-wise product of two vectors using ⊙. Given a vector X ∈ Cn, we
represent dg(X) ∈ C(n×n) as a diagonal matrix with elements of X in its diagonal.

2.1.1 Current Operating Point

We consider the case where we have full information about the current operating point in the grid.
At any three-phase node i, the voltage phasor is represented in rectangular form by Vi =Vdi + jVqi
where Vdi = [va

di vb
di vc

di]
⊤ denotes the real component and Vqi = [va

qi vb
qi vc

qi]
⊤ is the imaginary

component. Similarly, we can define the three-phase active and reactive power injections by Pi =
[pa

i pb
i pc

i ]
⊤ and Qi = [qa

i qb
i qc

i ]
⊤, respectively. At any node i, we denote the current operating

point using Vdi,Vqi,Pi,Qi ∈ R3.
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2.1.2 Power Injections

The power injections at node i ∈ N connected to phase φ ∈ Φ are expressed as the difference
between the generation and load demand using

pφ

i = pφ

G,i − pφ

L,i, (2.1a)

qφ

i = qφ

G,i −qφ

L,i, (2.1b)

where pφ

G,i, qφ

G,i are the active and reactive power generation by solar PV inverters, respec-

tively; pφ

L,i, qφ

L,i denote the respective active and reactive load demand.

The power balance is maintained by the substation, which supplies the difference between the load
and power generation as well as other losses in the grid. At the current operating point, the active
and reactive power injection at the substation are denoted by PG,0,QG,0 ∈ R3, respectively.

2.1.3 Voltage Representation

The voltage variables are expressed in rectangular form. For any node i ∈ N , the real and imagi-
nary components of voltage are given by Vdi,Vqi ∈ R3, respectively. The distribution substation is
assumed to be a balanced three-phase node where the voltage is fixed at

Vd0 + j ·Vq0 =
[
e j0◦ e− j120◦ e j120◦

]⊤
. (2.2)

For every other node i ∈ N connected to phase φ , we include additional voltage magnitude vari-
ables |vφ

i | in the formulation. These voltage magnitude variables are quadratic functions of the
rectangular voltage variables v

φ

di,v
φ

qi. Note that we want to formulate a linear bilevel problem so
that we can reformulate it using the strong duality based approach. Hence, we need to linearize

the quadratic constraints. Given the current voltage magnitude |vφ

i | =
√

(vφ

di)
2
+(vφ

qi)
2
, we use

First-order Taylor approximation to get the following linear constraints for the voltage magnitude:

(vφ

di)
2
+(vφ

qi)
2
+2vφ

div
φ

di +2vφ

qiv
φ

qi = |vφ

i |
2
+2|vφ

i ||v
φ

i |. (2.3)

2.1.4 Power Flow

Following [48], the critical components of distribution grid such as distribution lines, cables, and
transformers etc. are modeled using a nodal admittance matrix,

Y = G+ jB =

[
Y00 Y0L

YL0 YLL

]
, (2.4)

where G, B ∈ R3(n+1)×3(n+1) represent the nodal conductance and susceptance matrices, respec-
tively. Y00 ∈ C3×3 denotes the submatrix corresponding to the slack node and YLL ∈ C3n×3n repre-
sents the submatrix of the entire network ignoring the slack node. Y0L ∈C3×3n,YL0 ∈C3n×3 are the
other submatrices of the nodal admittance matrix Y .
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The three-phase power flow equations at any node i can be expressed as

Pi = ∑
k∈{0,N }

Vdi ⊙
[
GikVdk −BikVqk

]
+ ∑

k∈{0,N }
Vqi ⊙

[
BikVdk +GikVqk

]
, (2.5a)

Qi = ∑
k∈{0,N }

Vdi ⊙
[
−BikVdk −GikVqk

]
+ ∑

k∈{0,N }
Vqi ⊙

[
GikVdk −BikVqk

]
, (2.5b)

where Gik,Bik ∈ R3×3 are the conductance and susceptance submatrices calculated using (2.4).

Due to the non-linearity and non-convexity of the power flow equations described above, we lever-
age a linear approximation to be used instead of (2.5) in our linear bilevel problem. To linearize the
power flow equations, we employ the fixed-point (FP) linearization described in [49]. We choose
this linear power flow model because it exhibits better global approximation accuracy when com-
pared to commonly used linear models based on first-order Taylor series expansion [49]. In order
to express the fixed-point power flow equations, we first separate the complex power injections at
all nodes except the slack node into wye-connected injections SY ∈ C3n and delta-connected injec-
tions S∆ ∈ C3n. The fixed-point equation can be expressed as a function of the current operating
voltage phasor V ∈ C3n and the complex power injections to get

Vd + jVq = f (V,SY,S∆) =W +Y−1
LL

(
dg(V ∗)−1S∗Y +H⊤dg(HV ∗)−1S∗∆

)
, (2.6)

where Vd,Vq ∈ C3n represent the vectors of voltage variables at all nodes except the substa-
tion; W = −Y−1

LL YL0V0 is the no-load voltage phasor and H ∈ Z3n×3n is a transformation matrix
as defined in [49]. The linear fixed-point power flow equations in (2.6) can be rewritten by rear-
ranging and equating the real and imaginary terms to get

Vd = ℜ

{
Z1

}
+ℜ

{
Z2

}
·PY +ℑ

{
Z2

}
·QY, (2.7a)

Vq = ℑ

{
Z1

}
+ℑ

{
Z2

}
·PY −ℜ

{
Z2

}
·QY, (2.7b)

where Z1 =−W +Y−1
LL H⊤dg(HV ∗)−1S∗∆, Z2 = Y−1

LL dg(V ∗)−1.

Here, Z1,Z2 are fixed parameters, while PY is the real component of SY and includes the active
power flexibility from loads and PV inverters. The imaginary component of SY, which is denoted
by QY, includes the reactive power injections of PV inverters and load reactive power demand.

2.1.5 Flexibility Modelling

The aggregators can offer flexibility by modifying the active power generation of the solar PV
inverters and active power demand of controllable loads.

Modelling of Loads

For a load at node i ∈ N connected to phase φ ∈ Φ, let ∆p
φ

L,i denote the change in load from the
current operating point such that

pφ

L,i ≤ pφ

L,i +∆p
φ

L,i ≤ pφ

L,i. (2.8)

8



Here, pφ

L,i, pφ

L,i represent the minimum and maximum limits for the active power load demand. We

assume that the loads operate with a constant power factor p f φ

L,i, which means the reactive power
consumption is given by

q
φ

L,i =

√
1− (p f φ

L,i)
2

p f φ

L,i

·
(

pφ

L,i +∆p
φ

L,i

)
. (2.9)

Modeling of Solar PV Active Power Generation

Similar to the load modelling, we consider ∆p
φ

G,i as the change in active power generation from the
current operating point for a solar PV inverter at node i connected to phase φ such that

pφ

G,i ≤ pφ

G,i +∆p
φ

G,i ≤ pφ

G,i, (2.10)

where pφ

G,i, pφ

G,i denote the respective minimum and maximum limits for the active power genera-
tion. Reactive power injections from the solar PV inverters are further discussed below.

Aggregate Power Flexibility

The total active power flexibility ∆p provided by the distribution grid can be bounded to define the
secure operating range using

∆p− ≤ ∑
i∈N

∑
φ∈Φ

(
∆p

φ

G,i −∆p
φ

L,i

)
︸ ︷︷ ︸

∆p

≤ ∆p+, (2.11)

where ∆p−,∆p+ are the respective lower and upper limits of the aggregate power flexibility which
will be provided by the substation since there are no other generators in the network apart from the
solar PV systems. Note that the current operating point can be considered as the condition when
the substation offers zero flexibility to the transmission network (i.e. ∆p= 0).

To find the limits on the aggregate power flexibility, we enforce a rule that the active power injection
of each solar PV inverter as well as each load controlled by the aggregator is adjusted in the same
way. The reasoning behind this rule is to ensure that limiting the aggregate response is sufficient to
actually control voltage magnitude violations in the feeder. Without this rule, some DERs in one
part of the feeder can arbitrarily increase their injections as long as the increases are offset by an
equally large decrease in injections elsewhere. In this case, even a zero change in the overall active
power injection can cause voltage violations.

To model this rule in our optimization problem, we consider two cases:

(a) Positive (+) case: This case corresponds to finding the maximum aggregate power flexibility
limit ∆p+ ≥ 0. The active power injections at any node i ∈N connected to phase φ is required
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to be greater than or equal to the current value pφ

i . This means that the load demand is reduced
and that any solar PV inverters that were not operating at full capacity at the current operating
point can increase their active power injection. This gives rise to the following constraints on
flexibility activation for PV generation and load:

∆p
φ

L,i ≤ 0, ∆p
φ

G,i ≥ 0. (2.12)

(b) Negative (-) case: This case is used to calculate the minimum aggregate power flexibility
limit ∆p− ≤ 0. We assume that the active power injections at every node i ∈ N connected
to phase φ is lower than the current value pφ

i . This case gives rise to the following rules for
flexibility activation from PV generation and load:

∆p
φ

L,i ≥ 0, ∆p
φ

G,i ≤ 0. (2.13)

2.1.6 Reactive Power Control from Solar PV Inverters

We assume that all solar PV inverters are smart inverters with the ability to provide reactive power
control as specified in the IEEE Standard 1547-2018 [30]. To determine the reactive power injec-
tions, which are decision variables in our optimization problem, we consider three modes in which
the PV inverters can operate. For all three modes, any inverter at node i connected to phase φ should
not exceed the the inverter apparent power capacity |sφ

G,i|. Since the inverter limits are quadratic
constraints, we use the circular constraint linearization method to outer approximate the feasible
region using linear constraints given by

0 ≤ pφ

G,i +∆p
φ

G,i ≤ |sφ

G,i|, (2.14a)

−|sφ

G,i| ≤ q
φ

G,i ≤ |sφ

G,i|, (2.14b)

pφ

G,i +∆p
φ

G,i +q
φ

G,i ≤
√

2 · |sφ

G,i|, (2.14c)

pφ

G,i +∆p
φ

G,i −q
φ

G,i ≤
√

2 · |sφ

G,i|. (2.14d)

Note that it is possible to obtain a more accurate representation of the quadratic inverter constraints
by including more linear constraints.

We will next describe the three inverter reactive power control modes. For each mode, the setpoints
provided by the DSO are different and will be considered as the leader problem variables. All other
variables in the inverter constraints are part of the follower problem. The assignment of the inverter
variables to the upper-level and lower-level problems for different inverter reactive power control
modes is summarized in Table 2.1 at the end of this subsection.

Constant Power Factor Mode

When the inverter is operating in this mode, the solar PV inverters operate at a constant power
factor. The power factor setting can be adjusted locally or remotely as specified by the DSO. In

10



this work, we assume that DSO provides the target power factor setting to the DERs. The reactive
power injection q

φ

G,i depends on the active power generation and the target power factor p f φ

G,i and
expressed as

q
φ

G,i = γ
φ

G,i ·
(

pφ

G,i +∆p
φ

G,i

)
, (2.15a)

−
√

1− (p f φ

G,i)
2

p f φ

G,i

≤ γ
φ

G,i ≤

√
1− (p f φ

G,i)
2

p f φ

G,i

, (2.15b)

where γ
φ

G,i is an upper-level variable which defined as the power ratio of the inverter.

Note that (2.15a) consist of bilinear terms involving the upper-level variables γφ

G,i and lower-level

variables ∆p
φ

G,i. Since the upper-level variables are considered as parameters in the follower prob-
lem, (2.15) is linear for the lower-level problem.

Constant Reactive Power Mode

In this mode, the reactive power injection q
φ

G,i at node i connected to phase φ is specified by
the DSO and hence, considered as an upper-level variable. The DERs are allowed to operate at
any power factor in this mode as long as the power factor requirements are met at the point of
interconnection to the grid. In our work, we assume that PV inverters are operating within the
specified power ratio γ

φ

G,i and we enforce limits on the reactive power using

− γ
φ

G,i ·
(

pφ

G,i +∆p
φ

G,i

)
≤ q

φ

G,i ≤ γ
φ

G,i ·
(

pφ

G,i +∆p
φ

G,i

)
. (2.16)

Voltage-Reactive Power Mode

This mode is also commonly referred to as voltage regulation with reactive droop. The reactive
power injection of the solar PV inverter is a function of the voltage magnitude, which follows a
piecewise linear characteristic with the parameter values specified by the DSO. An example voltage
magnitude-reactive power characteristic is illustrated in Fig. 2.1.

Consider a PV inverter at node i connected to phase φ with the maximum available reactive
power qφ

G,i specified by the DSO and included in our bilevel task as an upper-level decision vari-

able. If the actual voltage magnitude |vφ

i | at this single-phase connection is below the minimum
limit v, the PV inverter injects all the available reactive power qφ

G,i. Conversely. the PV inverter ab-
sorbs the maximum reactive power when the voltage magnitude is above the maximum limit v. In
the grey shaded region, the reactive power can be expressed as a function of the voltage magnitude
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using

q
φ

G,i = q
φ

G,i −2qφ

G,i ·

(
|vφ

i |− v
v− v

)
, (2.17a)

0 ≤ q
φ

G,i ≤ |sφ

G,i|. (2.17b)

It is quite challenging to model the linear piecewise equality constraints illustrated in Fig. 2.1 in
an optimization problem. In our work, we assume that the inverter is operating only in the gray
shaded region and hence, we can use (2.17) to determine the reactive power injections. This is a
reasonable assumption since the voltage magnitude |vφ

i | is supposed to be within the limits. It is
important to note here that the actual upper bound of the maximum available reactive power qφ

G,i

can be expressed as |sφ

G,i|
2 − (pφ

G,i +∆p
φ

G,i)
2. Since this expression is quadratic, we relax the upper

bound and come up with a linear constraint as defined in (2.17b).
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Figure 2.1: Voltage magnitude-reactive power characteristic

Similar to the constant power factor mode, the reactive power constraints in (2.17a) consist of
bilinear terms involving the upper-level variables qφ

G,i and lower-level variables |vφ

i |.

Reactive power mode Upper-level (Xu) Lower-level (Xl)

Constant power factor γ
φ

G,i ∆p
φ

G,i, q
φ

G,i

Constant reactive power q
φ

G,i ∆p
φ

G,i

Voltage-reactive power q
φ

G,i ∆p
φ

G,i, q
φ

G,i, |v
φ

i |

Table 2.1: Assignment of inverter variables to the bilevel problem for different inverter reactive
power control modes.
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2.2 Bilevel Optimization Problem

The main objective of the bilevel problem is to find the maximum range of aggregate power flex-
ibility while ensuring that the grid is secure even in the worst-case conditions. In this section, we
first discuss the bilevel problem formulation where inverters are operating in constant power factor
mode and DSO controls the power ratio γ

φ

G,i of each inverter. The upper-level variable vector Xu
and lower-level variable vector Xl of the bilevel problem is denoted by

Xu := {∆p+,∆p−,γ
φ

G,i∀φ∈Φ,i∈N },

Xl :=
{
{vφ

di,v
φ

qi, |v
φ

i |,∆p
φ

G,i,∆p
φ

L,i,q
φ

L,i,q
φ

G,i}∀φ∈Φ,i∈N

}
. (2.18)

Recall that we define a positive and negative case in Section 2.1.5 to enforce rules on how all
aggregators are required to control the DER power injections in the same way. The aggregate power
flexibility and inverter setpoints determined by the bilevel problem must be applicable for both the
cases and hence, we only need one set of the upper-level variables Xu that is shared by both cases.
On the other hand, the worst-case conditions determined for the positive case can be different from
the worst-case conditions seen for the negative case because the rules for power injections are not
same. Furthermore, we determine the worst-case conditions at every single-phase connection in the
network by finding the minimum and maximum voltage magnitude achievable at that connection.
Again, these operating conditions will be different for the positive and negative cases. As a result,
we need to consider four sets of lower-level variables X+

l ,X
−
l ,X

+
l ,X

−
l which represent four

different scenarios as summarized in Table 2.2. For example, scenario 1 corresponds to the positive
case where the worst-case condition is determined by finding the minimum achievable voltage
magnitude.

Scenario (#) Case Voltage Lower-level

1
Positive

Min. X+
l

2 Max. X
+
l

3
Negative

Min. X−
l

4 Max. X
−
l

Table 2.2: Summary of lower-level problem variables corresponding to each single-phase connec-
tion in the network.

We define four sets of lower-level system constraints which depend on the follower problem vari-
able vectors X+

l ,X
−
l ,X

+
l ,X

−
l as

L(X+
l ), L(X

−
l ), L(X

+
l ), L(X

−
l ) :=


Voltage constraints (2.3),
Load reactive power constraints (2.9),
Power flow (2.7).
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The inverter constraints are expressed using both the leader and follower problem variables. For
the inverter at node i connected to phase φ operating in the constant power factor mode, we can
represent four sets of inverter constraints using

I(γφ

G,i,X
+
l ), I(γ

φ

G,i,X
−
l ), I(γ

φ

G,i,X
+
l ), I(γ

φ

G,i,X
−
l ) := Inverter constraints (2.14), (2.15).

Similarly, the active power flexibility limits are defined using both the leader and follower problem
variables. We denote the sets of active power flexibility constraints for the positive and negative
case using

F(∆p+,∆p−,X+
l ), F(∆p

+,∆p−,X
+
l ) := Positive case (2.11), (2.12),

F(∆p+,∆p−,X−
l ), F(∆p

+,∆p−,X
−
l ) := Negative case (2.11), (2.13).

The bilevel problem to determine the aggregate power flexibility limits ∆p+,∆p− is formulated as

max
Xu

∆p+−∆p− (P±)

s.t. v ≤ |vφ

i,min|
+, |vφ

i,max|
+ ≤ v, ∀φ∈Φ,i∈N ,

v ≤ |vφ

i,min|
−, |vφ

i,max|
− ≤ v, ∀φ∈Φ,i∈N ,

where |vφ

i,min|
+ = min

X+
l

|vφ

i |
+, ∀φ∈Φ,i∈N ,

s.t. System constraints L(X+
l ),

Inverter constraints I(γφ

G,i,X
+
l ),

Flexibility constraints F(∆p+,∆p−,X+
l ),

|vφ

i,max|
+ = max

X
+
l

|vφ

i |
+, ∀φ∈Φ,i∈N ,

s.t. System constraints L(X+
l ),

Inverter constraints I(γφ

G,i,X
+
l ),

Flexibility constraints F(∆p+,∆p−,X
+
l ),

|vφ

i,min|
− = min

X−
l

|vφ

i |
−, ∀φ∈Φ,i∈N ,

s.t. System constraints L(X−
l ),

Inverter constraints I(γφ

G,i,X
+
l ),

Flexibility constraints F(∆p+,∆p−,X−
l ),

|vφ

i,max|
− = max

X
−
l

|vφ

i |
−, ∀φ∈Φ,i∈N ,

s.t. System constraints L(X−
l ),

Inverter constraints I(γφ

G,i,X
−
l ),

Flexibility constraints F(∆p+,∆p−,X
−
l ).
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Note that for each node i ∈ N connected to phase φ ∈ Φ, we need to include four lower-level
problems corresponding to the four scenarios described in Table 2.2. Hence, the total number of
lower-level problems in (P±) is 12n.

2.3 Single-level Reformulation

One of the most frequently used solution method for bilevel optimization is to reformulate the
problem into a single-level problem. In this section, we utilize the strong-duality theorem for the
lower-level problem to perform the single-level reduction. Given that the lower-level problem has
a finite optimal solution, the dual feasible set is non empty and strong duality holds for every
primal and dual feasible pairs. This strong duality based reformulation does not require the use
of any other additional properties or assumptions. Hence, it can be less restrictive than the KKT
conditions based reformulation [50].

For simplicity of exposition, we first derive the reformulation for a setting with only one follower
problem and reactive power control using a constant power factor. Then, we discuss how the
reformulation generalizes to the setting with multiple follower problems and other reactive power
control modes.

2.3.1 Reformulation with Single Follower Problem

Consider a reduced version of the bilevel problem P± where the objective of the upper-level prob-
lem is to determine the aggregate power flexibility limit ∆p+ for the positive case only. We only
consider one follower problem with the objective to find the maximum achievable voltage magni-
tude at node i connected to phase φ . The simplified bilevel problem can be represented as

max
Xu

∆p+ (P+)

s.t. |vφ

i,max|
+ ≤ v,

where |vφ

i,max|
+ = max

X
+
l

|vφ

i |
+

s.t. System constraints L(X+
l ),

Inverter constraints I(γφ

G,i,X
+
l ),

Flexibility constraints F(∆p+,X
+
l ).

To derive the strong duality based reformulation of the reduced problem P+, we start by rewriting
the bilevel problem P+ in a more abstract form to get
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max
∆p,γ

∆p (2.19a)

s.t. x̂l ≤ b1, (2.19b)
where x̂l = max

xl
xl (2.19c)

s.t. a2xl ≤ b2, (2.19d)
a3xl +d3γxl ≤ b3, (2.19e)
a4xl +d4∆p≤ b4, (2.19f)

where xl is the follower problem variable and γ,∆p represent the upper-level variables which are
considered as parameters in the lower-level problem. Therefore, the follower problem is linear in xl
even though we have bilinear terms in (2.19e). By taking dual of the lower-level problem (2.19c)-
(2.19f), we get

min
λ

[
b2 b3 (b4 −d4∆p)

]
λ (2.20a)

s.t.
[
a2 (a3 +d3γ) a4

]
λ= 1, (2.20b)

λ≥ 0, (2.20c)

where λ is the dual variable vector. For a given decision ∆p of the leader problem, weak duality of
the follower problem states that the dual objective provides an upper bound for the primal objective,
i.e.

xl ≤
[
b2 b3 (b4 −d4∆p)

]
λ (2.21)

must hold for any feasible primal-dual pair (xl,λ). Using the strong duality theorem, we know
that the feasible primal-dual pair is the optimal solution when the objective value of the primal
problem x̂l is equal to the objective value of the dual problem. This occurs when

xl ≥
[
b2 b3 (b4 −d4∆p)

]
λ. (2.22)

Consequently, we can now replace the dual of the lower-level problem (2.20) by the following set
of constraints:

xl ≥
[
b2 b3 (b4 −d4∆p)

]
λ, (2.23a)[

a2 (a3 +d3γ) a4
]
λ= 1, (2.23b)

λ≥ 0, (2.23c)

We can use the above set of constraints and reformulate the bilevel problem (2.19) to get a single-
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level optimization problem given by

max
∆p,γ,xl,λ

∆p (2.24a)

s.t. xl ≤ b1, (2.24b)
a2xl ≤ b2, (2.24c)
a3xl +d3γxl ≤ b3, (2.24d)
a4xl +d4∆p≤ b4, (2.24e)

xl ≥
[
b2 b3 (b4 −d4∆p)

]
λ, (2.24f)[

a2 (a3 +d3γ) a4
]
λ= 1, (2.24g)

λ≥ 0, (2.24h)

In reality, we do not need the lower-level problem to determine the exact optimal value for xl. We
only need to guarantee that xl is lower than the upper bounds specified by the constraints (2.24b)
which were part of the leader in the bilevel problem. Since we already have an upper bound b1
for xl, which in turn is an upper bound on the dual objective function, we can use the same bound b1
in (2.24f) to modify the strong duality constraint. The single-level optimization problem then
reduces to

max
∆p,γ,xl,λ

∆p (2.25a)

s.t. a2xl ≤ b2, (2.25b)
a3xl +d3γxl ≤ b3, (2.25c)
a4xl +d4∆p≤ b4, (2.25d)

b1 ≥
[
b2 b3 (b4 −d4∆p)

]
λ, (2.25e)[

a2 (a3 +d3γ) a4
]
λ= 1, (2.25f)

λ≥ 0. (2.25g)

This single-level problem can now be solved using general purpose solvers. A drawback of the
strong duality based reformulation is the presence of bilinear terms γ ·xl in the primal follower
problem constraint (2.25c), ∆p ·λ in the strong duality constraint (2.25e) and γ ·λ in the dual
equality constraint (2.25f) which make the problem non-convex and computationally challenging.

2.3.2 Generalization to Multiple Follower Problems

A similar approach can be used to derive the single-level reduction of P± which comprises of
multiple follower problems. Note that as the number of follower problems increase, we get a large
optimization problem with many bilinear terms.

For lower-level problems with objectives to find the minimum achievable voltage magnitude, the
primal objective value is a lower bound instead of an upper bound in the strong duality constraint.
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Since we already have a lower bound v for xl, it is possible to modify the strong duality constraint
and formulate the single-level optimization problem similar to (2.25).

2.3.3 Reformulation for Other Inverter Reactive Power Control Modes

We can choose other inverter reactive power control modes and formulate the bilevel problem and
the single-level reformulated problem in the same way as described for the constant power factor
mode. For the voltage-reactive power mode, the upper-level and lower-level variable vectors are
defined by

Xu := {∆p+,∆p−,q
φ

G,i∀φ∈Φ,i∈N },

Xl :=
{
{vφ

di,v
φ

qi, |v
φ

i |,∆p
φ

G,i,∆p
φ

L,i,q
φ

L,i,q
φ

G,i}∀φ∈Φ,i∈N

}
. (2.26)

Recall that that we have bilinear terms in the inverter reactive power constraint, strong duality
constraint as well as the dual equality constraints for the constant power factor mode. Similarly,
for the voltage-reactive power mode, we get the same number of bilinear terms since the inverter
constraints (2.17) are defined by product of upper-level and lower-level variables.

In case of the constant reactive power mode, the upper-level and lower-level variable vectors are
given by

Xu := {∆p+,∆p−,q
φ

G,i∀φ∈Φ,i∈N },

Xl :=
{
{vφ

di,v
φ

qi, |v
φ

i |,∆p
φ

G,i,∆p
φ

L,i,q
φ

L,i}∀φ∈Φ,i∈N

}
. (2.27)

Different from the other two modes, the inverter reactive power constraints (2.16) do not consist
of any bilinear terms and as a result, no bilinear terms are present in the dual equality constraints.
However, the upper-level inverter variable qφ

G,i shows up in a number of other constraints. Because
of this, we get a large number of bilinear terms in the strong duality constraint for the constant
reactive power mode.

We will next describe an iterative solution approach used to efficiently handle the bilinear terms
and solve the single-level problem (2.25).

2.4 Iterative Solution Approach

As the number of leader problem variables or the number of follower problems in (2.19) increases,
the number of bilinear terms in the single-level reformulated problem (2.25) also increase, making it
computationally expensive to solve. One way to reduce the number of bilinear terms is to decrease
the number of follower problems in the bilevel problem. Typically, the voltage magnitude violations
in a distribution grid occur only at a few nodes, which in turn determine the aggregate power
flexibility of the system. Instead of solving the bilevel problem with 12n number of follower
problems, we can identify the nodes where voltage violations are most likely to occur and only
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include the lower-level problems corresponding to these nodes in the bilevel optimization task. In
this section, we use an iterative approach to identify such nodes and solve the problem efficiently.
We will describe the method to solve for the single-level reformulated problem in this section. The
iterative approach is summarized below and a more detailed explanation is provided in the next few
subsections.

1) We solve a worst-case problem where we assume DSO determines the aggregate power flexibil-
ity limits ∆p+,∆p− without any DER reactive power support i.e. aggregators are free to control
even the reactive power injections of the DER inverters without considering grid constraints.
This means that the inverter control variables become lower-level variables and ∆p+,∆p− are
the only upper-level variables. For all three inverter reactive power control modes, we have the
same lower-level variables which are defined as

Xl :=
{
{vφ

di,v
φ

qi, |v
φ

i |,∆p
φ

G,i,∆p
φ

L,i,q
φ

L,i,q
φ

G,i}∀φ∈Φ,i∈N

}
. (2.28)

By solving the worst-case problem, we can determine the node where voltage violations (i.e.
either overvoltage or undervoltage) are most likely to occur and as a result, provide the lowest
aggregate power flexibility range.

2) We solve an ideal case problem which is already defined in P± where the DSO determines the
setpoints for DER reactive power control along with the aggregate power flexibility limits and
rest of the DER power injections are controlled by the aggregators. Instead of including all 12n
followers, we solve a relaxed version of the problem where we only include the lower-level
problems corresponding to the single-phase connection which provides the lowest aggregate
power flexibility range the worst-case problem in step 1).

3) We perform a feasibility check to ensure that the solution of the ideal case problem mitigates
voltage violations at all the nodes. To do this, we use the aggregate power flexibility range and
inverter setpoints determined by solving the ideal case problem and solve only the lower-level
problems defined in P± to find the worst-case voltage magnitudes.

4) If all voltage magnitudes are within limits, we terminate the iterative process. Otherwise, we go
back to step 2) and solve the ideal case problem again by including an additional set of follower
problems corresponding to the single-phase connection that did not pass the feasibility check.

2.4.1 Worst Case Problem

As mentioned previously, the inverter setpoints for the different inverter reactive power control
modes are not considered as leader problem variables in the worst-case problem. Instead, we
assume they are determined by the aggregator and may be equal to the values that would lead to
worst-case conditions occurring in the grid. These worst-case values are determined by including
them in the bilevel problem as lower-level variables. This is a straightforward approach for the
constant reactive power mode where the inverter constraints (2.16) are linear. However, we have
bilinear terms in the inverter constraints (2.15a), (2.17a) for constant power factor and voltage-
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reactive power mode, respectively. To avoid these bilinear terms and ensure that we can solve the
worst-case problem efficiently, we fix the inverter setpoints to one of their specified limits. For e.g.,
if the lower-level objective of the bilevel problem is to maximize voltage magnitude, the inverter
setpoints for both reactive power modes are determined as follows:

• Constant power factor mode: We set γ
φ

G,i for every inverter to its upper limit defined
in (2.15b). This corresponds to the situation where all inverters are boosting the voltage
profile in the network by injecting the full available reactive power leading to higher voltage
magnitudes.

• Voltage-reactive power mode: We set qφ

G,i to its lower limit defined in (2.17b). This repre-
sents the condition where inverters do not provide any reactive power support when voltage
magnitude is close to or violating the upper limit v.

Note that ∆p+,∆p− are the only variables that are shared by all the lower-level problems in the
worst-case problem. Apart from that, there are no other variables or constraints linking the 12n
follower problems. This allows us to separate the problem into individual problems for each fol-
lower specifically. We first solve 12n worst-case problems with one leader and one follower each
to obtain 6n aggregate power flexibility upper limits for the positive case (with ∆p− = 0) and 6n
aggregate power flexibility lower limits for the negative case (with ∆p+ = 0). Next, we sort the 6n
upper limits in ascending order and also sort the 6n lower limits in the descending order. The
difference between the minimum upper limit and the maximum lower limit is the lowest range of
aggregate power flexibility for the network. This value should be equal to the solution obtained by
solving the worst-case problem with one leader and 12n followers because all the follower prob-
lems are independent of each other. The total computation time to solve the 12n smaller worst-case
problems will be much lower than the time to solve one large worst-case problem with 12n fol-
lowers, especially when parallel computing techniques are used. Note that each of the 12n small
worst-case problems has only one bilinear term corresponding to the product of the dual variable
and upper-level variable in the strong duality constraint.

2.4.2 Ideal Case Problem

We have multiple upper-level variables shared by the followers of the ideal case problem P± as
defined in (2.18). Hence, this problem cannot be broken down into multiple bilevel problems
and solved independently like the worst-case problem. To reduce computational complexity, we
initially only include the two lower-level problems (one each for positive and negative cases) cor-
responding to the two worst-case problems that determined the lowest aggregate power flexibility
range in step 1). When we only have a few follower problems, the number of bilinear terms is
much lower compared to the problem with 12n followers. As a result, the ideal case problem can
be efficiently solved to obtain the aggregate power flexibility range and inverter setpoints. Note
that the subset of lower-level problems included in the ideal case bilevel problem is sequentially
increased, if needed, as described in the feasibility check section.
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2.4.3 Feasibility Check

It is not guaranteed that the solution obtained by solving the ideal case problem mitigates voltage
violations at all single-phase connections in the network since we only considered two followers in
the bilevel problem corresponding to one single-phase connection. Hence, we perform a feasibility
check by using the aggregate power flexibility range and inverter setpoints determined by the ideal
case problem and solving the lower-level problems defined in P± to determine worst-case voltage
magnitudes. Recall that when we solve the worst-case problems in step 1) of the iterative approach,
we sort the resulting 6n upper-limit and lower-limit ranges in ascending and descending orders, re-
spectively. These two lists also provides us with an order for the single-phase connections, where
the connections with maximum risk of voltage violations are at the top and single-phase connec-
tions with lowest risk of voltage violations are at the bottom of the list. We utilize this ordering
when we are doing the feasibility check and solve the lower-level problems sequentially starting
from the top of the lists. If we observe a voltage violation, we go back to step 2) and add the
followers to the ideal case problem which correspond to the single-phase connection where the
voltage violation occurred and solve the problem again. We repeat this process iteratively and
terminate when the feasibility check determines that all worst-case voltage magnitudes are within
limits. Note that the lower-level problems are fully linear with no bilinear terms since the inverter
setpoints were already determined by the ideal case problem, making them easy to solve.

2.5 Numerical Results

We next perform different analysis to evaluate the performance of our proposed method:

• Section 2.5.1 investigates the performance of the method on a small IEEE 13-node feeder.
More specifically, we want to evaluate if our solution approach is able to find aggregate power
flexibility limits and DER inverter reactive power setpoints that mitigate voltage violations
throughout the grid. We also check the accuracy of the linear power flow approximation.

• Section 2.5.2 investigates whether the proposed bilevel approach scales well for large, real-
istic distribution feeders. We provide these results for the PNNL taxonomic feeder: R2-12-
47-2 [51].

For our analysis, we solve three optimization problems based on the three inverter reactive power
control modes. The load power factor p f φ

L,i at node i connected to phase φ is set to 0.95. For the

solar PV inverters, we set the target power factor p f φ

G,i = 0.9 for the constant power factor mode

and the target power ratio γ
φ

G,i = 0.48 for the constant reactive power mode.

The bilevel optimization problem is implemented in Julia [52] and the optimization problem is
solved using using JuMP [53] and Gurobi solver [54]. All simulations were run on a Windows 10
PC with 3.00 GHz Intel Xeon processor and 16 GB RAM.
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2.5.1 Performance Evaluation using IEEE 13-Node Feeder

For our small test case, we use the modified IEEE 13-node feeder [55] illustrated in Fig. 2.2 with
single-phase solar PV installations at seven nodes. The maximum apparent power rating of each
single-phase solar PV inverter is 60 kVA. The PV penetration level, calculated as the ratio of total
PV generation (in kW) to the total rated load (in kW), was chosen to be 45% for the forecasted
operating point. The voltage limits are set to v = 0.9 p.u. and v = 1.1 p.u. The taps of the voltage
regulator connecting three-phase nodes 650 and 630 are set to high values of (10,8,11) and as a
result, the system is more prone to overvoltage conditions compared to undervoltage scenarios.
For simplicity, we will only discuss results which focus on identifying aggregate power flexibility
limits ∆p−,∆p+ that mitigate overvoltages in the feeder (i.e. the lower-level problem objective is to
maximize voltage magnitude). The maximum available aggregate power flexibility in the system,
which can be determined by summing the individual bounds for load and PV inverter flexibility, is
±1.64 MW.

Figure 2.2: Modified IEEE-13 node feeder.

Worst-case Aggregate Power Flexibility Limits

The first step of our iterative solution approach is to solve the worst-case problem for each single-
phase connection separately and identify the location where overvoltages are most likely going to
occur. Fig. 2.3 shows the aggregate power flexibility limits obtained by solving the worst-case
problem for the three inverter reactive power control modes. The orange triangles represent the
solution obtained for the upper limit ∆p+ and the blue triangles illustrate the solution obtained for
the lower limit ∆p−. We observe for the constant power factor mode that the aggregate power
flexibility obtained is different for different single-phase connections. The lower limit ∆p− is
equal to −1.64 MW for most of the single-phase connections. Conversely, the upper limit ∆p− is
much lower than 1.64 MW indicating that the overvoltages are most likely going to occur for the
positive case compared to the negative case. For the reactive power mode, the aggregate power
flexibility range is equal to zero for multiple single-phase connections. This is because the reactive
power constraints are less restrictive compared to the constraints defined for the constant power
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factor mode. On the other hand, the results for the voltage-reactive power mode indicate that the
reactive power constraints are most restrictive for this mode. Therefore, we see that the aggregate
power flexibility range at almost all the single-phase connections is equal to the maximum available
aggregate power flexibility.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 2.3: IEEE-13 node feeder results. We show the aggregate power flexibility limits obtained
by solving worst-case problem for every single-phase connection with different inverter reactive
power control modes.

For all three inverter reactive power control modes, the smallest aggregate power flexibility range
was obtained when the lower-level problem objective was to maximize voltage magnitude at
phase b of node 675 (single-phase connection #46 in Fig. 2.3). To verify this, we solved a sin-
gle worst-case problem with one leader problem and multiple follower problems and the obtained
aggregate power flexibility limits are summarized in Table 2.3. We notice that the aggregate power
flexibility range obtained for the different reactive power nodes is equal to the range obtained for
single-phase connection #46 in Fig. 2.3. This verifies that both problems are equivalent.

Mode ∆p− ∆p+ Computation
(MW) (MW) Time (sec)

Constant power factor -0.18 0.03 4.6

Constant reactive power 0 0 3.1

Voltage-reactive power -1.64 0.67 3.5

Table 2.3: IEEE-13 node feeder results for aggregate power flexibility obtained by solving a single
Worst-case problem for different inverter reactive power control modes.

It is important to note that the worst-case problem with one follower has only two bilinear terms
in the single-level reformulated problem which arises due to the product of the dual variable
corresponding to aggregate power flexibility constraints and either of the two upper-level vari-
able ∆p+,∆p−. Solvers such as Gurobi can handle this constraint efficiently using spatial branching
if the number of bilinear terms are small and the average computation time to solve the worst-case
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problem with one follower is less than 0.07 seconds. Conversely, the computational time to solve
the large worst-case problem with multiple follower problems is longer as seen in Table 2.3.

Ideal Case Aggregate Power Flexibility Limits

We next solve the ideal case problem by starting with one lower-level problem corresponding to
node 675 at phase b. After obtaining the inverter setpoints from the optimization, we perform
a feasibility check to determine if more follower problems need to be added to the ideal case
problem iteratively following the procedure described in Section 2.4. Table 2.4 summarizes the
aggregate power flexibility limits obtained after termination of the iterative process. We observe
that the aggregate power flexibility limits are same for all inverter reactive power control modes and
they are equal to the maximum available aggregate power flexibility in the system. By comparing
this with the conservative limits obtained by the worst-case problem in Table 2.3, we can conclude
that it is important that the DSO is able to control the reactive power settings of the inverters to
maximize the amount of flexibility offered by the DERs connected to the grid.

It is interesting to note that the feasibility check is passed after only a few iterations for all the
problems. While only one follower is required for the problem with inverters operating in constant
reactive power mode to pass the feasibility check, we observe for the constant power factor and
voltage-reactive power modes that more follower problems are required. This might be because the
single-level problem for these two modes consists of bilinear terms in the dual equality constraints.
On the contrary, no bilinear terms are present in the dual equality constraints of the single-level
problem for the constant reactive power mode. Furthermore, Table 2.4 show the computation time
to solve the ideal case problem with multiple follower problems in the last iteration. We observe
that the solve time is less than a second for all three inverter reactive power modes. This indicates
that the iterative approach can solve the problem efficiently and scales well for larger distribution
feeders.

Fig. 2.4 illustrates the inverter setpoints determined by the ideal case problem that ensure no over-
voltages occur throughout the grid. For the constant power factor and constant reactive power
modes, we observe that the reactive-power injections for most of the solar PV systems are negative.

Mode ∆p− ∆p+ No. of Computation
(MW) (MW) Iterations Time (sec)

Constant power factor -1.64 1.64 3 0.10

Constant reactive power -1.64 1.64 1 0.05

Voltage-reactive power -1.64 1.64 3 0.50

Table 2.4: IEEE-13 node feeder results for aggregate power flexibility obtained by solving ideal
case problem for different inverter reactive power control modes.
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This is expected since the voltage profile of the feeder is already close to the upper limit due to the
high regulator tap settings and hence, absorption of the reactive power will lead to lowering of the
voltage magnitudes. For the voltage-reactive power mode, it can be seen that the maximum reactive
power limit is chosen very close to the apparent power limit of the inverters (red dashed line) to
ensure that the total reactive power absorbed by the solar PV systems is high thereby keeping the
voltage magnitudes within limits.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 2.4: IEEE-13 node feeder results obtained by solving ideal case problem. We show the
setpoints determined for different inverter reactive power control modes. The red dashed lines are
maximum and minimum limits on the upper-level variables.

Linear Approximation Accuracy

Recall that we linearized multiple constraints in the lower-level problem of our bilevel optimiza-
tion task. To analyze the accuracy of the inverter setpoints obtained by solving the linear ideal
case problem, we formulate the nonlinear counterpart of the lower-level problem by making the
following changes:

• Quadratic inverter constraints are utilized instead of the circular linear constraints.

• We replace the first order Taylor approximation of the relationship between the voltage vari-
ables with the quadratic constraints.

• We use the nonlinear power flow equation in rectangular form instead of the fixed-point linear
power flow model.
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Consequently, the nonlinear lower-level problem with objective to find worst-case maximum volt-
age magnitudes for the positive case can be expressed as

|vφ

i |= max
Xl

|vφ

i |, ∀φ∈Φ,i∈N , (2.29)

s.t. Load reactive power : (2.9),
Aggregate power flexibility : (2.11), (2.12),
Inverter reactive power modes : (2.15) or (2.16) or (2.17),

(pφ

G,i +∆p
φ

G,i)
2 +(q

φ

G,i)
2 ≤ |sφ

G,i|
2, ∀φ∈Φ,i∈N ,

|vφ

i |
2 = (v

φ

di)
2
+(v

φ

qi)
2
, ∀φ∈Φ,i∈N ,

Pi = ∑
k∈N0

Vdi ⊙
[
GikVdk −BikVqk

]
+ ∑

k∈N0

Vqi ⊙
[
BikVdk +GikVqk

]
, ∀i∈N ,

Qi = ∑
k∈N0

Vdi ⊙
[
−BikVdk −GikVqk

]
+ ∑

k∈N0

Vqi ⊙
[
GikVdk −BikVqk

]
, ∀i∈N .

We can formulate a similar nonlinear problem for the negative case by just replacing the aggregate
power flexibility constraints (2.12) with (2.13).

We substitute the aggregate power flexibility limits determined by the ideal case problem in (2.11)
and the inverter setpoints in the constraints for the inverter reactive power modes. We then solve the
optimization problem for all single-phase connections to check if the resulting voltage magnitudes
are within the limits. We compare the voltage magnitudes obtained by solving (2.29) with the
voltage magnitudes that are obtained by solving the linear lower-level problem of our bilevel task.

Fig. 2.5 shows the worst-case voltage magnitudes obtained by solving the nonlinear and linear
versions of the problem. We observe that for all three inverter reactive power control modes, the
setpoints determined by the ideal case problem keep the voltage magnitudes within the limits even
we solve the nonlinear problem (2.29). We note that the approximation accuracy for the constant
power factor and voltage-reactive power mode is high since the nonlinear voltage magnitudes (blue
circles) and linear voltage magnitudes (orange crosses) are close to each other. On the other hand,
the approximation accuracy is lower for the constant reactive power mode (maximum error ≈ 0.006
p.u.). This might be because the solution is further away from the initial operating point which was
used to linearize the power flow equations in (2.7). However, we see that the fixed-point approxima-
tion is conservative for the constant reactive power mode since the voltage magnitudes determined
by solving the nonlinear problem are generally lower than the voltage magnitudes obtained by the
linear problem. Another noteworthy observation is that for a given single-phase connection, if we
compare the worst-case voltage magnitudes obtained by all three modes, the results for the voltage-
reactive power mode exhibit the lowest magnitude. This indicates that voltage-reactive power mode
is the most restrictive reactive power mode among the three modes and can be used effectively to
mitigate voltage violations.
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(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 2.5: IEEE 13-node feeder results comparing the worst-case voltage magnitudes obtained
by solving nonlinear and linear versions of the lower-level problem. The red dashed lines are the
upper voltage magnitude limits.

2.5.2 Evaluating Scalability using Taxonomic Feeder-R2-12-47-2

We next investigate scalability of our solution method. For our larger test case, we choose the R2-
12-47-2 feeder [51] shown in Fig. 2.6 which comprises of 820 single-phase connections and depicts
a moderately populated suburban area with single family homes and light commercial loads [56].
Solar PV inverters are connected to all single-phase nodes in the feeder with each inverter rated at 5
KVA to achieve a PV penetration level of 20% of the total rated load. The voltage limits for this test
case are tighter and set to v = 0.95 p.u. and v = 1.05 p.u. The maximum available aggregate power
flexibility in the system is ±4.86 MW. In this case, we solve the bilevel problem to determine the
aggregate power flexibility and inverter reactive power setpoints that mitigate both overvoltages
and undervoltages in the feeder.

𝒂
𝒃
𝒄

Figure 2.6: Modified R2-12-47-2 taxonomic feeder visualized using [1].

Worst-case Aggregate Power Flexibility Limits

We first look at the aggregate power flexibility limits obtained by solving the worst-case problem
for every single-phase connection in the network. Different from the IEEE-13 node feeder results,
we observe in Fig. 2.7 that all three inverter reactive power control modes provide an aggregate
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power flexibility range of zero at multiple single-phase connections in the network. Furthermore,
the average computation time to solve the worst-case problem at each single-phase connections is
about 2 seconds.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 2.7: R2-12-47-2 feeder results. We show the aggregate power flexibility limits obtained
by solving worst-case problem for every single-phase connection with different inverter reactive
power control modes.

Since there are multiple single-phase connections with aggregate power flexibility range of zero, we
randomly pick node 135 connected to phase b (#571 in Fig. 2.7) whose corresponding lower-level
problems will be included in the ideal case problem.

Ideal Case Aggregate Power Flexibility Limits

We compare the results obtained after termination of the iterative approach where the ideal case
problem is solved repeatedly until the feasibility check is passed. Table 2.5 summarizes the ob-
tained aggregate power flexibility limits and computation time to solve the ideal case problem at
the final iteration. Similar to the IEEE 13-node results, we observe that the aggregate power flex-
ibility limits determined for all inverter reactive power control modes are equal to the maximum
available aggregate power flexibility ±4.86 MW in the system. It is interesting to note that the
feasibility check passed after the first iteration for all three inverter reactive power control modes.
In addition, the computation time to solve the ideal case problem with one follower was less than
a minute for all three power modes. The higher solve time for the constant reactive power mode
is mostly due to the higher number of bilinear terms in the reformulated problem. It is possible to
employ piecewise McCormick envelopes to relax the bilinear terms [57] and further reduce com-
putation time, but we defer this to future work.

The inverter setpoints determined by the ideal case problem for the different reactive power modes
is shown in Fig. 2.8. Compared to the IEEE-13 node feeder results, most of the power ratio setpoints
for the constant power factor mode are no longer close to the lower limit. Instead, we see that
multiple inverters are injecting reactive power into the grid. This might be because the voltage
profile of the feeder is not close to the upper limits and the lower PV penetration level reduces
the probability of overvoltages and increases the risk of undervoltages. Hence, it is not required
to absorb more reactive power from the network. The inverter setpoints obtained for the reactive
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Mode ∆p− ∆p+ No. of Computation
(MW) (MW) Iterations Time (sec)

Constant power factor -4.86 4.86 1 10

Constant reactive power -4.86 4.86 1 45

Voltage-reactive power -4.86 4.86 1 30

Table 2.5: R2-12-47-2 feeder results for aggregate power flexibility obtained by solving ideal case
problem for different inverter reactive power control modes.

power mode are closer to zero compared to the lower limit which is similar to the reactive power
setpoints obtained for the IEEE-13 node feeder in Fig. 2.4(b). On the other hand, for the voltage-
reactive power mode, the maximum reactive power setpoints are closer to the lower limit as opposed
to the IEEE-13 node results shown in Fig. 2.4(c) where the setpoints are near the upper limit. This
verifies the conclusion made by looking at results for the constant power factor mode that the
reactive power absorption is not required to be very high for this test case.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 2.8: R2-12-47-2 feeder results obtained by solving ideal case problem. We show the set-
points determined for different inverter reactive power control modes. The red dashed lines are
maximum and minimum limits on the upper-level variables.
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3. Model with Limited Access to System Measurements

One of the assumptions in the previous chapter is that measurement data (i.e. power injections,
voltage phasors) is available at all nodes in the network. As a result, we assume to have full knowl-
edge about the current operating point of the system. However, as has been discussed in other parts
of this report, the real-time measurements might not be available at all (or any) points in the grid
due to high cost of monitoring equipment, communication burden and privacy concerns of the end-
consumers. In this section, we extend the bilevel formulation described above to include the case
where the current operating point is not known or partially known. To consider this limitation while
also maintaining security of operations, we treat all unknown measurements (and in particular, all
unknown nodal power injections) as optimization variables in the follower of the bilevel problem.
This will result in a more conservative worst-case operating condition compared to the previous
case where we assumed that these quantities were fixed to their current value.

3.1 System Modeling

In this section, we assume that measurements are not available at any node i ∈ N and the volt-
age variables are denoted using V̂di, V̂qi, |V̂i| ∈ R3, respectively. The active and reactive power
injections at node i ∈ N connected to phase φ at the current operating point are given by

p̂
φ

i = p̂
φ

G,i − p̂
φ

L,i, (3.1a)

q̂
φ

i = q̂
φ

G,i − q̂
φ

L,i, (3.1b)

where p̂
φ

G,i, q̂
φ

G,i are the respective active and reactive power generation variables for solar PV in-

verters; p̂φ

L,i, q̂
φ

L,i represent the active and reactive load demand variables, respectively.

3.1.1 Load Modelling

For a load at node i ∈ N connected to phase φ ∈ Φ, the limits for active power demand become

pφ

L,i ≤ p̂
φ

L,i ≤ pφ

L,i, (3.2a)

pφ

L,i ≤ p̂
φ

L,i +∆p
φ

L,i ≤ pφ
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Assuming that loads operate in constant power factor p f φ

L,i, the reactive power consumption is

q̂
φ
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√
1− (p f φ
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· p̂φ

L,i, (3.3a)
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φ

L,i

)
, (3.3b)

where q̂
φ

L,i is the reactive power consumption at the current operating point.

3.1.2 Modeling of Solar PV Active Power Generation

The active power generation limits defined in (2.10) can be reformulated to include the power
generation variable p̂

φ

G,i corresponding to the current operating point to get
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3.1.3 Inverter Constraints

The inverter limits defined in (2.14) can be reformulated to include the power generation vari-
ables p̂φ

G,i, q̂
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G,i to get
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For the constant power mode, we can express the reactive power injections using
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G,i, (3.6a)
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where γ̂
φ

G,i represents the power ratio of inverter at the current operating point. We assume that γ̂
φ

G,i

is specified by the DSO and hence, the value is already known. Note that the limits for γφ

G,i were
already defined in (2.15b).

For the constant reactive power mode, we again assume that the reactive power injections at the
current operating point are known because they are controlled by the DSO and denoted by q̂φ

G,i. So,
we replace the limits defined in (2.16) by
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For the voltage-reactive power mode, we assume that DSO has information about the maximum
available reactive power at the current operating point q̂φ

G,i. We still need to include additional
reactive power constraints which are expressed as
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Here, the voltage magnitude at current operating point |v̂φ

i | is constrained by

v ≤ |v̂φ

i | ≤ v. (3.9)

Furthermore, we express the relationship between |v̂φ

i | and the rectangular form voltage variables
at the current operating point v̂φ
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qi similar to (2.3) using
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where vφ

di,v
φ

qi are the real and imaginary components of the initial voltage estimate, respectively.
Note that in the previous section, we used the current operating point as the initial voltage estimate.
In this case, we use the no-load solution defined in (2.6) as the initial voltage estimate for both (2.3)
and (3.10).

3.1.4 Power Flow

Following (2.7) and using the no-load solution as the initial voltage estimate, we enforce the power
balance constraints at the current operating point using
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Z1

}
+ℑ

{
Z2

}
· P̂Y −ℜ

{
Z2

}
· Q̂Y, (3.11b)

where V̂d, V̂q ∈ R3n are vectors of the real and imaginary voltage components of the current oper-
ating point, respectively; P̂Y,Q̂Y ∈ R3n denote the respective active and reactive power injections
at the current operating point. Note that (3.11) also requires an initial voltage estimate to calcu-
late Z1,Z2 and we use the same no-load voltage solution for this.
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3.1.5 Bilevel Problem

In this section, we discuss the bilevel problem formulation where inverters are operating in constant
power factor mode. We can follow the same procedure to formulate bilevel problems for the other
inverter reactive power control modes. The upper-level and lower-level variables for the constant
power factor mode are given by

Xu := {∆p+,∆p−,γ
φ

G,i∀φ∈Φ,i∈N },

Xl :=
{
{vφ

di,v
φ

qi, |v
φ

i |,∆p
φ

G,i,∆p
φ

L,i,q
φ

L,i,q
φ

G,i}∀φ∈Φ,i∈N

}
,

X̂l :=
{
{v̂φ

di, v̂
φ

qi, |v̂
φ

k |, p̂
φ

G,i, p̂
φ

L,i, q̂
φ

L,i, q̂
φ

G,i}∀φ∈Φ,i∈N

}
. (3.12)

Note that the additional lower-level problem variables X̂l correspond to the unknown current op-
erating point. Furthermore, we consider the four scenarios as summarized in Table 2.2 and define
four sets of lower-level variables X+

l ,X
−
l ,X

+
l ,X

−
l . However, the current operating point does

not change for the four scenarios and as a result, we only need one set for X̂l.

Similar to the procedure followed in Section 2.2, we define an extra set of lower-level system
constraints which depend on X̂l using

L(X̂l) :=


Voltage constraints (3.10),
Load reactive power constraints (3.3),
Power flow (3.11).

The four sets of inverter constraints depend on X̂l and can be represented by

I(γφ

G,i,X
+
l ,X̂l), I(γ

φ

G,i,X
−
l ,X̂l),

I(γφ

G,i,X
+
l ,X̂l), I(γ

φ

G,i,X
−
l ,X̂l)

 := Inverter constraints (3.5), (3.6).

It is important to note here that the lower-level variable vector X̂l is shared by all four sets.

The sets of active power flexibility constraints for the positive and negative case do not depend
on X̂l. So, we can use the same sets defined in Section 2.2 along with the above defined sets and
formulate a bilevel problem similar to P±. The single-level reformulation of the bilevel problem
can be performed using the steps described in Section 2.3.

We employ the same iterative solution approach detailed in Section 2.4 to solve the single-level
optimization problem efficiently. It is important to note here that in step 1) of the iterative method,
we solve 12n worst-case problems with one leader and one follower each and determine the overall
aggregate power flexibility using the obtained solutions. Since the lower-level variables X̂l are
also shared by the follower problems along with upper-level variables ∆p+,∆p−, the resulting
aggregate power flexibility will be more conservative than the solution determined by solving one
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large worst-case problem with 12n followers (i.e. they are no longer equal to each other). Since
the solutions are more conservative, we can still use them to identify the lower-level problems that
need to be included in the ideal case problem in step 2) of the iterative approach.

3.2 Numerical Results

To investigate the effect of not knowing the current operating point, we use the same IEEE 13-
node feeder described in Section 2.5.1 and focus on identifying aggregate power flexibility lim-
its ∆p−,∆p+ that mitigate overvoltages in the feeder. As mentioned previously, the maximum
available aggregate power flexibility in the system is ±1.64 MW.

Recall that the DER setpoints at the current operating point are assumed to be known since they are
controlled by the DSO. For simplicity, we assume in this case study that the setpoints are equal to
zero, i.e. γ̂

φ

G,i = 0 for the constant power factor mode, q̂φ

G,i = 0 for the constant reactive power mode

and q̂φ

G,i = 0 for the voltage-reactive power mode. This means that the reactive power injections
of all the DER inverters at the current operating point is zero for all three reactive power control
modes.

3.2.1 Worst-case Aggregate Power Flexibility Limits

Fig. 3.1 illustrates the range of aggregate power flexibility obtained by solving the worst-case prob-
lem for the three inverter reactive power control modes. Different from the results in Fig. 2.3, we
observe that the aggregate power flexibility range is extremely conservative since the current sys-
tem state is not known and as a result, the problem finds the worst-case current operating point.
Similar to the results in Section 2.5.1, we again choose to start solving the ideal case problem by
including the followers corresponding to phase b of node 675 since the aggregate power flexibility
range is zero for all three inverter reactive power control modes.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 3.1: IEEE-13 node feeder results with limited measurements. We show the aggregate power
flexibility limits obtained by solving worst-case problem for every single-phase connection with
different inverter reactive power control modes.
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3.2.2 Ideal Case Aggregate Power Flexibility Limits

Table 3.1 summarizes the final results obtained by solving the ideal case problem iteratively. We
observe that it is still possible to obtain results with the maximum available aggregate power flex-
ibility in the system. However, we see that the feasibility check is passed after a higher number of
iterations compared to the results shown in Table 2.4. Furthermore, the computation time to solve
the ideal case problem with multiple follower problems in the last iteration is higher due to the
larger number of variables in the optimization problem.

Mode ∆p− ∆p+ No. of Computation
(MW) (MW) Iterations Time (sec)

Constant power factor -1.64 1.64 5 2.9

Constant reactive power -1.64 1.64 6 1.5

Voltage-reactive power -1.64 1.64 3 2.2

Table 3.1: IEEE-13 node feeder results for aggregate power flexibility obtained by solving ideal
case problem with limited measurements.

Fig. 3.2 illustrates the inverter setpoints determined by solving the ideal case problem. We observe
that the reactive-power injections for most of the solar PV systems are negative and the set-points
are similar to the results shown in Fig. 2.4. Recall that this happens because the voltage profile of
the feeder is already close to the upper limit due to the high voltage regulator tap settings and as a
result, the reactive power is absorbed by PV inverters to lower the voltage profile.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 3.2: IEEE-13 node feeder results obtained by solving ideal case problem with limited mea-
surements. We show the setpoints determined for different inverter reactive power control modes.
The red dashed lines are maximum and minimum limits on the upper-level variables.

The main takeaway from the results shown above is that it is possible to identify reactive power
setpoints that allow us to use the maximum available aggregate power flexibility in the system even
when limited measurements are available. However, this cannot be generalized for all cases. The
IEEE 13-node feeder used here is a smaller test case with a PV penetration level less that 50%. For
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larger and more realistically sized distribution feeders with higher PV penetration levels, it might
be challenging to identify such reactive power setpoints that allows us to harness the full collective
flexibility of the DERs.

3.2.3 Linear Approximation Accuracy

We finally investigate the solution quality by solving the linear and nonlinear versions of the lower-
level problem using the inverter setpoints determined above. Fig. 3.3 shows the worst-case voltage
magnitudes at all single-phase connections when solving the nonlinear and linear problems with
limited measurements. Similar to the results shown in Fig. 2.5, we see that for all three inverter
reactive power control modes, the setpoints determined by the ideal case problem maintain the
voltage magnitudes within the limits even for the nonlinear case. Even though we do not use the
current operating point as the initial voltage estimate in our linear power flow equations and instead
use a no-load voltage estimate, the approximation accuracy is high (maximum error ≈ 0.011 p.u.)
for all three inverter reactive power control modes. Different from the results in Fig. 2.5, we observe
that the fixed-point approximation is no longer conservative and the voltage magnitudes determined
by solving the nonlinear problem are not always lower than the voltage magnitudes obtained by the
linear problem.

(a) Constant power factor mode (b) Constant reactive power mode (c) Voltage-reactive power mode

Figure 3.3: IEEE 13-node feeder results comparing the worst-case voltage magnitudes obtained by
solving nonlinear and linear versions of the lower-level problem with limited measurements. The
red dashed lines are the upper voltage magnitude limits.
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4. Conclusions

This part of our report provides a new method for coordination between transmission systems,
distribution grids and DER aggregators. The main goal is to identify the aggregate power flexibility
range provided to transmission systems without causing any constraint violations in distribution
grids. We formulate a bilevel optimization task where the upper-level problem maximizes the
aggregate power flexibility and determines the DER inverter reactive power setpoints while the
lower-level problem determines the worst-case disaggregation strategy.

Our case studies demonstrate that it is important to allow the DSO to choose the DER inverter
reactive power setpoints in order to utilize the maximum available flexibility in the system. These
setpoints will ensure that the grid is secure even during worst-case conditions. The results for
the IEEE 13-bus feeder showed that we are able to obtain high-quality solutions for the inverter
setpoints by solving the single-level, strong duality based reformulated problem. We also observed
that the proposed approach performs well even when limited measurements are available. Our
results on the larger taxonomic feeder demonstrate that the proposed approach scales well and can
be applied to large, realistic distribution feeders.
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