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Executive Summary 

The goal of this research project was to generate value from large-scale detailed and realistic 
synthetic electric grids. This was accomplished by completing four sub-tasks: 1. Developing 
customized grids, 2: Developing specific grid scenarios, 3: Exploring decision making with 
uncertainty, 4: Expanding the scope of synthetic grids for coupling with other infrastructures 

Task 1: Developing customized grids 

For Task 1 we focused on the development, visualization, and application of large-scale synthetic 
electric grids, with specific examples are provided in many of the papers given below in the 
publications section.  One of the challenges with doing engineering studies (such as power flow, 
optimal power flow, contingency analysis and time-domain simulations) on these systems has been 
maintaining good engineering situational awareness (SA).  To address these challenges, we created 
visualizations that quickly and dynamically reduced an 82,000 bus system to show the overall 
system flows and the minimum bus voltages. We have also created several new synthetic grids, in 
some cases extending the complexity of the grids (such as include transformer impedance 
correction tables).  These grids are available at https://electricgrids.engr.tamu.edu/ with details on 
a new 27,000 bus grid. 

Additionally, we explored the application of wide-area transmission grid operation visual 
storytelling.  The gist of this approach is to apply scientific video visualization approaches that 
have been developing over the last decade in other fields to power system problems, with the 
synthetic grids used to demonstrate the approach.   

Task 2: Developing specific grid scenarios 

In task 2 we extended synthetic grid models to consider potential future scenarios. In particular, 
we used geolocated electric grid models to associate external data such as wildfire risk to electric 
grid models. Initially, we focused on the small IEEE RTS-GMLC test case (geo-located in 
California). However, to obtain more interesting and realistic test cases, we developed a test case 
based on the actual geographical footprint of the California transmission grid. The development of 
this test case involved gathering data from multiple publicly available sources, including data on 
the transmission corridors in California obtained from the California Energy Commission and total 
load data from CAISO. To create a synthetic topology grid based on the location of the 
transmission lines, we developed methods to identify logical connection points between lines and 
added simple substation topology. This synthetic grid topology based on the real transmission 
corridor data was supplemented with realistic, but not real data on generation, load and 
transmission line parameters. 

The benefit of a geographically accurate test case with detailed transmission corridor data is the 
ability to intersect the grid data with other interesting data sources describing the environmental 
and social context of the grid. In our case, we again considered integration of wildfire risk data 
(further described in Task 3), and are currently looking into extending this to account for additional 
environmental hazards including flooding and sea level rise, as well socio-economic data on 
population resiliency to disasters. 
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Task 3: Exploring decision making with uncertainty 

To demonstrate the usefulness of the geographically accurate grid scenarios developed in Task 2, 
we leveraged the same grid data towards the Task 3 objectives on decision making under 
uncertainty. Specifically, we considered how to integrate electric grid and wildfire data to optimize 
the response of electric grid operators to increased wildfire risk. Specifically, we developed a 
model that uses the synthetic grid test case based on realistic geographical locations of 
transmission lines in California along with data on wildfire risk across an entire wildfire season. 
We overlapped publicly available GIS data from the actual California grid with the Wind-
Enhanced Fire Potential Index (WFPI) published daily by the US Geographical Survey and 
developed several different wildfire risk metrics for each line. We then solved an optimization 
problem to identify the lines that are most promising candidates for moving underground, i.e., 
which lines are likely to have the largest impact on risk reduction if they are moved under ground. 

Further, the use of synthetic grids in our testbed allows us to explore user actions taken by different 
roles (i.e., operators) in a “sandbox” environment.  Using our cyber-physical testbed, we explored 
ways to model and mimic operator actions, i.e., using deep reinforcement learning.  We also used 
our cyber-physical testbed capabilities to help develop a sharable/remotely accessible platform for 
testing and comparison of these types of approaches for the community.   

Task 4: Expanding the scope of synthetic grids for coupling with other infrastructures 

For Task 4 we leveraged work done on a separate ARPA-E project (involving IAB partner NREL) 
to develop synthetic electric grids that combine both transmission and distribution models down 
to the parcel level with models of other infrastructures such as transportation now being included. 
One example examined the impact of electric vehicle (EV) charging on the grid. Both the Texas 
2000-bus and 7000-bus synthetic networks with their detailed distribution network topology were 
used extensively for this. The charging load profile by the hour and location was generated using 
dynamic traffic assignment simulations of transportation networks, incorporating parameters such 
as time of day, trip characteristics, and drivers’ range anxiety. This spatio-temporal EV load was 
then mapped to distribution or transmission nodes (as available) in the synthetic power grid 
network by determining which substation service areas the transportation nodes lie in using graph-
theory techniques such as Voronoi tessellation. Detailed EV profiles and studies have been 
completed for the Austin and Houston regions in Texas using passenger, light duty vehicle (LDV) 
models. Charging impacts examined system/equipment loading and generator emissions. Our 
research has also shown the importance of using large, regional, transmission system models in 
performing multi-city EV load grid impact studies from the point of view of generation dispatch 
and emissions.  

Publications Fully or Partially Supported by the Project: 

All publications are available online at either  
Tom Overbye’s website, https://overbye.engr.tamu.edu/publications/  
Kate Davis’s website, https://katedavis.engr.tamu.edu/publications/  
Arxiv (Line Roald) https://arxiv.org/search/eess?searchtype=author&query=Roald%2C+L 
Or by emailing the authors 
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1. Introduction

1.1 The Motivation for the Creation and Utilization of Synthetic Power System Networks

A gap between academia and industry in the field of power electrical engineering comes from 
the fact that data of actual power systems are protected and access to those are restricted even 
for research and innovation purposes. In the field of power electrical engineering there is often a 
lack of access for many researchers to some information concerning the actual electric grid and 
its associated data. For example, the US power flow cases and several structural information of 
the actual grid are considered to be critical energy/electricity infrastructure information (CEII) [3] 
with restricted availability. However, in order to improve modern power system models, operation 
and planning optimization problems such as power flow, economic dispatching, unit commitment 
and generation expansion planning, complex electricity market models with emerging distributed 
energy resources, dynamics and transient stability studies, geomagnetic disturbance studies, and 
advanced algorithms, there is a strong need for access to diverse, large and complicated power 
systems that are available for research and publications.

Several IEEE test cases are established and widely used to represent a portion of the American Elec-
tric Power System (in the Midwestern US) [4]. A test system proposed in [5] is based on structural 
attributes and data from the ISO - New England. Reference [6] develops an approximate model 
of the European interconnected system using actual transmission networks to study the effects of 
cross-border trades. However, until recently, there was limited work focusing on the creation of 
complicated and realistic synthetic large-scale power system models using publicly available data 
that can mimic the full complexity of modern electricity grids for more accurate power system 
studies.

The primary method for designing synthetic system models is to create them “from scratch”, i.e. 
constructing a greenfield power system network model. This is computationally difficult, since it 
is equivalent to running a transmission expansion study with at least 1.4n candidate transmission 
paths, where n is the number of buses in the network. In reality, the number of candidate paths is
much higher, up to n

2
2 
. Our previous work [7–10] explained algorithms for tractably constructing 

electric grid network models. The methods use census data [11, 12] and U.S. Energy Informa-
tion Association (EIA) generation data [13], which span on the actual geographic footprints and 
provided realistic test cases for power system studies without revealing any sensitive information. 
Additional complexities can still be added into synthetic models to extend their applications.

1.2 Final Report Organization

The goal of this PSERC final report is to build on the research teams’ prior experience to construct 
new synthetic power system network models and make improvements to existing synthetic grids.

1 



These efforts are broken down into the 4 tasks detailed in this report. Task 1 (Chapter 2) focuses on
developing customized grids and presents the creation of a new 27,000 bus network, improvements
to one of the MATPOWER Polish network cases, development of new visualization techniques to
maintain situational awareness and for wide-area visualization, and the results of a study that ex-
amined the synchronous interconnection of the Eastern and Western United States electric grids.
In Chapter 3, we developed specific grid scenarios by creating a geographically accurate synthetic
transmission grid over the geographic footprint of California. Task 3 in Chapter 4 explores decision
making with uncertainty by first creating a framework for assessing the wildfire risk of a transmis-
sion line and determining optimal sets of lines to move underground. Additionally, we performed
dynamic transmission and distribution co-simulations examining electric vehicles providing grid
frequency support, created operational power system simulation scenarios, and studied the cyber
attack resilience of a system with distributed energy resources. Finally, Chapter 5 improved exist-
ing synthetic grid models by coupling them to other infrastructures. Specifically, we examined the
impacts of electric vehicles on generation dispatch and grid-related emissions.
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2. Task 1: Developing Customized Grids

Task 1 is focused on developing customized grids to be used for simulations, research, and educa-
tion. This was accomplished by creating a new 27,000 bus synthetic network geo-located in central
United States [14] (Section 2.1). Additionally, one of the Polish grid Matpower cases was updated
to include approximate geographic coordinates and synthetic dynamic models as explained in Sec-
tion 2.2 [15]. New visualizations techniques were developed for maintaining situational awareness
during power grid simulations [16] (Section 2.3). Additional techniques were developed and im-
plemented for visualizing wide-area grid behavior and simulations as described in Section 2.4 [17].
Finally, these visualization techniques were used in a study that examined the dynamic behavior
of a unified, synchronously connected Eastern and Western United States power grid [18] (Section
2.5).

2.1 A Large 27,000 Bus Network Example

This section describes a 27,000 bus synthetic network that has been developed to generate a ficti-
tious but realistic power system model based on the actual generation data without revealing any
protected information. The network is statistically similar to the actual U.S. power system on the
Midwest U.S. footprint with capability to represent characteristic features of actual power grids.
This synthetic network model is available at [19] and can be shared freely for teaching, training,
and research purposes.

2.1.1 Methodology: Creating Synthetic Grid Models

The synthetic grid models are created using metrics derived from the North American Eastern In-
terconnect (EI) and publicly available data, provided by the U.S. Census and Energy Information
Administration. Reference [8] outlines fundamental steps for the creation of synthetic power sys-
tem models including geographic load, generator substations, and assignment of transmission lines.
The overall approach for building these networks is summarized below, and described more in [8].

Substation Planning

This step includes locating and sizing load and generator substations using public data and statistics
derived from the U.S. electric grids. Considering humans as the primary consumers of electricity,
population data in geographic latitude and longitude coordinates is the main base of synthetic loads.
Additionally, publicly available generator data from the U.S. EIA, which includes data for all gen-
erators in the U.S., is used to site and size generators in the synthetic case.

Then, a clustering technique is employed, which ensures the synthetic substations meet realistic
proportions of load and generation, among other constraints. Within each substation, loads are
usually connected to the lowest voltage level, and generators are often connected to the highest
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Figure 2.1: One-line Diagram of the 27K-Bus Case

voltage level through a generator step up (GSU) transformer. In addition, transformers are added
in each substation to connect multiple nominal voltage levels.

Transmission Planning

This step is the most challenging and computationally expensive step. First, transmission line
electrical parameters are calculated based on the assigned voltage levels and the percentages of
substations with each voltage level as well as line length, which are determined based on the dis-
tance between substations. Conventions employed by grid planners are considered as metrics to
make the parameter selections more realistic. Reference [9] presents a methodology to generate
synthetic line topologies with realistic parameters. This step includes several structural statistics to
be used in characterizing real power system networks, including connectivity, Delaunay triangula-
tion overlap, DC power flow analysis, and line intersection rate and considers N-1 contingencies to
improve the system reliability.
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Reactive Power Planning

At this stage, AC power flow solvable synthetic cases are created, with varying network sizes and
complexities. Then, the test cases are augmented with additional complexities like voltage control
devices such as switched shunts.

Key Considerations and Challenges

Key challenges include geography constraints such as lakes, mountains, and urban areas, as well
as network topology parameters, increasing power flow feasibility in base and N-1 contingency
conditions, intractability of n2 possible combinations of branches (where n is the number of buses),
many competing metrics to meet, and consideration of contingency conditions that increases com-
putation even more. References [20, 21] present some metrics for validating synthetic grids for
achieving realistic data sets.

2.1.2 Case Description and Visualizations for the 27,000 Bus Network

Table 2.1: A Summary of the Statistics for the 27,000 Bus Case

Metric or Statistic Quantity

Number of substations 13,074
Number of buses 27,163
Number of areas 19
Number of transmission lines 28,550
Number of transformers 10,651
Number of loads 14,054
Number of generators 4,224
Number of shunts 1,961
Total design load (GW) 154 GW

A synthetic grid is created in the US Midwest footprint mainly on Midcontinent Independent Sys-
tem Operator (MISO) and Southwest Power Pool (SPP) coverage area based on the method that
is explained in the previous section. All simulations are carried out using PowerWorld [22] on an
Intel(R) Core(TM) i7 2.59 GHz laptop with 32GB of RAM. The case is built as a 27,163-bus case
for power flow studies and general analysis and research purposes. The number of buses are esti-
mated based on the size of the grid. The geography is complex and diverse in terms of vegetation
and civilization, and includes 19 areas, divided by U.S. states. The transmission network is built
with seven voltage levels: 500 kV, 345 kV, 230 kV, 161 kV, 138 kV, 115 kV and 69 kV. These volt-
age levels and percentages of substations including each voltage level is approximated from [23].
Figure 2.1 shows a one-line diagram of the case with 500 kV and 345 kV highlighted with thicker
lines. Orange shows 500 kV lines and red shows 345 kV lines, blue shows 230 kV, black refers
to 161 kV, 138 kV and 115 kV lines and green shows 69 kV lines. Figure 2.2 shows the nominal
voltage of transmission lines over the number of buses, and Table 2.1 gives a summary of the case.
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Figure 2.2: Nominal voltage of transmission lines over the number of buses of the 27K-bus case

The types and number of generators in the case is extracted from EIA-860. All generator with a
capacity larger than 8 MW are included in the case. Table 2.2 shows a summary of the number and
overall capacity of generators grouped by fuel types.

Figure 2.3a shows the geographic data view (GDV) of generators. The size of ovals is proportional
to the MW capacity of the units and the colors show the fuel types of generation substations where
black refers to coal, brown to gas, green to wind, yellow to solar, dark blue to hydro, red to nuclear,
dark magenta to petroleum and brown to other types.

Figure 2.3b shows the set points of generating units where the size of rectangles is proportional
to the output active power in MW and color is proportional to output reactive power in MVAR.
Dark red shows reactive power set points near maximum and dark blue shows reactive power of
generators near minimum. As it can be observed from Figure 2.3b, most generators are not at
their maximum or minimum MVAR limits. This gives the generators more freedom to regulate the
voltages of nearby buses by injecting or consuming reactive power.
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Table 2.2: Number and Type of Generators in 27k Bus Case

Fuel Type Number of Units MW Capacity

Natural Gas 1,268 128,513
Coal 187 65,296
Nuclear 27 27,106
Wind 427 46,398
Solar 30 735
Hydro 163 7684
Petroleum 101 3,917
Other 204 34,130
Total 2,407 313,779

(a) Generation substation MW capacity and fuel type (b) Generator real and reactive power output

Figure 2.3: 27k-bus system generator displays
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Figure 2.4: Load substations in the 27k-bus system

As explained in the previous section load is placed at every location, with a MW and MVAR amount
proportional to the population. Statistics derived from the Eastern Interconnect are used to calculate
values for the amount of load consumed per person. Also, industrial load is added to the locations
with a high share of industrial load. Finally, a load substation is placed for every load and sized
using the same MW and MVAR values for the load it is connected to. To complete the substation, a
voltage level is assigned based on typical values for the region the substation resides in and its MW
load. Additionally, a step-down transformer is assigned with electrical parameters that are based on
median values for Eastern Interconnect transformers that share the same voltage level. Figure 2.4
shows load substations where their size is proportional to the load in MW. As it can be observed,
the load size varies in different areas and the goal of this GDV is to match the load size and its
variation to the actual cases.

Another important challenge with improving this case was to match the overall power flow patterns
across the geographical footprint of U.S. Midwest. In order to have an organized view of the flows,
GDV summary objects are used.

Figure 2.5 shows the net flows between areas. Size of arrows is proportional to the size of power
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Figure 2.5: Inter-Area flows in the 27k Bus System
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Figure 2.6: Grid-based visualization of 27k-bus system
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Figure 2.7: Bus voltage contour highlighting low voltage solutions

flow, and size of rectangles are proportional to the net injection to the areas in MW, where magenta
refers to net import and yellow refers to net export. In order to have a more organized view of the
flows, GDV summary objects are used. These GDVs group the electric grid objects geographically
and show the summary GDVs based on a vertical and horizontal grid covering the entire system
footprint. Such summaries could be used with actual values or with the previously mentioned
differences between solutions. Figure 2.6 shows the overall flow pattern of electricity using a 6 by
10 grid of GDV summary objects on the 27K bus system. The size of each GDV is proportional
to the net injection where magenta refers to net import and yellow refers to net export. The arrows
show the direction of flow and the thicker and darker they are, the more active power flow between
GDV summary objects.

An important challenge with adjusting load and flow patterns was to have a solvable AC power
flow problem without any mismatches in the nodal power balance and avoid getting alternative
solutions. In general, the power flow equations can have a normal solution, and potentially one
or more alternative solutions. Alternative solutions (also called low-voltage solutions) may occur
when initial state of voltage magnitudes of some buses are close to the other side of the P-V curve
and this is not a desired solution [24, 25]. Figure 2.7 shows very low voltages in red.

The initial state of the system is very important on the feasible solution. If initial voltage levels are
violated from lower than 0.9 per unit (PU) or higher than 1.1 PU, alternative solutions may occur.
In order to avoid low voltage solution, the initial state can change to a flat start where all voltage
magnitudes are changed to 1 PU and if any change need to be applied in the grid, such as increase
or decrease in the load, it should be applied in small steps and voltage magnitude of buses should
be regulated after each step with the use of reactive power control devices such as switched shunts.
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Figure 2.8: Super area incremental cost and marginal benefit curves of 27k-bus system.

Another development to the 27K grid is considering a price responsive demand model, as seen in
Figure 2.8. The load benefit model is considered a piece-wise linear model, and each load entity
has four offer steps. Up to 3-10% of the load is assumed to have high prices up to 3000 $/MWh
which may be shed. From 3-10% to around 25-40% of each load has a price up to 180$/MWh.
From 25-40% to around 50-75% of each load has a price up to 140 $/MWh and the last step has
a price up to 10 $/MWh. Generators’ cost is determined based on actual costs depending on their
fuel types and locations. The Following curves in Figure 2.8 show the load marginal benefit curve
and incremental cost curve of the whole area.

Table 2.3 shows some validation metrics of grid proportions, generators, load, and substations of
the 27K bus case. Validation metrics are derived from the North American Eastern Interconnect
and detailed in [21].

2.2 Modifications to a MATPOWER Polish Network

The Polish Systems consist of eight power system test cases made publicly available as part of the
MATPOWER distribution [26]. The cases vary primarily in load levels and generation capacity
based both on time of day and seasonal changes. These cases contain the required data for an AC
Optimal Power Flow (ACOPF) study, namely bus numbers (without identifying names), network
topology, branch parameters, generator cost functions, and necessary constraints: branch MVA, bus
voltage, generator real and reactive power limits. The case chosen for updates, case2746wop, is
representative of the Polish power system during the winter 2003-04 off-peak load level. Per [27],
“Multiple centrally dispatchable generators at a bus have not been aggregated. Generators that are
not centrally dispatchable in the Polish energy market are given a cost of zero.” Before describing
updates to one of the Polish test cases, a brief history is given that describes how these cases were
originally created.
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Table 2.3: Validation Metrics for the 27k Bus System

Validation Metric Criteria 27K Bus Case

Buses per Substation Mean 1.7-3.5 2.08
Substations in

kV Range
<200 kV, 85-100% 99.80%
>201 kV, 7-25% 13%

Substations with Load 75-90% 89.50%
Load per Bus Mean 6-18 MW 6 MW

Load Power Factor Mean 0.93-0.96 0.96
Generator Substations 5-25% 12.90%

Generator MW
Maximum Capacities

25-200 MW, 40+% 36%
200+ MW, 2-20% 8.50%

Committed Generators 60-80% 79%
Shunt Capacitors

and Reactors
10-25% of subs shunts 12%
30-50% above 200 kV 37%

2.2.1 Motivations for the Modifications to the Polish Systems

A salient component of engineering is the modeling of real-world systems as sets of mathematical
equations. Using those models, engineers can analyze the systems and devise solutions to problems
within those systems. Typically, it is not acceptable to experiment on in-service, critical systems;
and there are few systems more critical than the world’s electric power grids. Hence, power systems
engineers are constantly working to construct and validate models of power system networks and
their components including transmission lines, electrical loads, generators, governors, and other
equipment.

This section details the modifications made to the mathematical model of the Polish electrical
grid created by Dr. Korab for performing optimal power flow analysis of the Polish grid. The
case2746wop case was used to perform the work for this section, and will herein be referred to
as “the case” or “the Polish grid case”. The cases provided with MATPOWER only included an
OPF-level model of the system. Power flow and optimal power flow simulations are valuable tools
in the study of power systems; however, they only provide steady state information of the system
and lack modeling information for transient or dynamics studies, and geographic coordinates.

In real-world systems the dynamic behavior cannot be ignored; the critical necessity of any power
grid mandates its stability to potential disturbances [28]. Contingencies that perturb a power system
from its steady state occur frequently and must be analyzed to ensure system stability. While line
and generator outages are primarily considered, addition and removal of large loads may affect
overall system stability. Necessary transient stability studies of a power system require the inclusion
of dynamic models in the power system case.
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Table 2.4: Polish Grid Statistics

Number of buses 2746
Number of substations 1718

Number of areas 4
Number of zones 6

Number of transmission lines 3340
Number of transformers 174

Number of loads 1997
Number of generators 514

Number of LTC 171
Number of shunts 6

Number of phase shifters 1
Total design load (MW) 18962

Additionally, substation geographic information is required for analyses such as GIC studies [29,
30], the optimal placement of renewable resources [31], or examining the impact of severe weather
or hazards such as wildfires on transmission networks [32]. By geo-locating the high voltage
substations, the Polish grid case can be used to test improvements to algorithms such as these.

2.2.2 Review of Previous Improvements and Uses of the Polish Grids

Since its inception, the Polish grid has been used in a variety of different projects and studies,
strengthening the case for its validity and further demonstrating the importance of the addition
of dynamic models and approximate geographic coordinates. In [33], the Polish grid is used to
test the design of an efficient wide-area measurement system and the observability of that system.
Modifications were made to the grid in [34] where research was performed in devising a unit
commitment algorithm; and there are many other references in the literature that cite the use of the
other cases of the Polish grid included with MATPOWER.

Though limited, the case has also been subjected to dynamics studies. In 2018, Dr. Cortilla-
Sanchez gave a presentation, that summarized the work of adding to the case among other things,
GENSAL generator, IEEE Type 1 exciter, Type 2 governor models [35]. Multiple protective relays
are modeled in this update to the Polish grid case as well. This research was regarding mitigation
of cascading failures in a power grid. This presentation was given to the cascading failure working
group at the IEEE PES General Meeting held in Portland, OR during a panel session.

2.2.3 Metrics, Comparison and Analysis of the Polish Grid Case

In this section the important characteristic of Polish grid is compared to the US grid. A summary
of important characteristics of Polish grid are mentioned in Tables 2.4 and 2.5.
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Table 2.5: Type and Number of Generators in Polish Grid

Fuel Type Number of Units MW Capacity
Natural Gas 2 215

Coal 144 25275
Hydro 19 1862

Unknown 341 3921
Other types

such as biomass
8 471

Total 514 31744

Table 2.6: Polish Grid Statistics based on Criteria from US Grid Part 1

Validation Metrics Criteria from US Grids Polish Grid

Buses per substation Mean 1.7-3.5 1.6
Percent of substations

containing buses in kV range
<200 kV 85-100% 93.10%
>200 kV 7-25% 6.90%

Substations with load 75-90% 90.90%
Load per bus Mean 6-18 MW 6.9 MW

Generator capacity / load 1.2-1.6 1.3
Substations with generators 5-25% 1.68%

Generator capacities 25-200 MW 40+% 36.70%
200+ MW 5-20% 48.30%

Committed generators 60-80% 69.40%
Generators dispatched >80% 50+% 27%

Generator maxQ/maxP 0.4-0.55 for >70% 33.30%

Several specific metrics based on important characteristics of the grids are extracted from US East-
ern Interconnect (EI), Western Electricity Coordinating Council (WECC), and Electric Reliability
Council of Texas (ERCOT) and introduced in [20, 21]. These metrics are originally created to val-
idate synthetic grids. Texas A&M University (TAMU) synthetic grids are created over different
footprints in the US with the incentive to create realistic publicly available grid data for research,
teaching and training and are available in [19]. The strategy of creation of the TAMU synthetic
grids is explained in [8]. Table 2.6 shows these metrics as the criteria from US grids and then show
the statistics from Polish grid compared to these criteria.

From Table 2.6, it is observed that the following sets of metrics are similar between the US grid
and the Polish grid case: ratio of buses per substation, load per generator capacity, percentage of
substations containing buses, and the percentage of load substations. The average load per bus is
in the range of 6 to 8 MW and is 6.9 MW in the Polish grid. However, most generators’ statistics
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Table 2.7: Polish Grid Statistics based on Criteria from US Grid Part 2

US Criteria/
Voltage levels

400kV
(US

500kV)

220kV
(US

230kV)

110kV
(US

115kV)

Number of buses 59 157 2528
Transformer per-unit

reactance on own base
80% within [0.05 0.2] pu 94.10% 99.20% 50%

Transformer X/R ratio
and MVA limits

by kV level

X/R 40% below median 90.20% 67.80% 0%
MVA 40% below median 100% 100% 0%
X/R 40% above median 9.80% 32.20% 100%

MVA 40% above median 0% 0% 100%
X/R 80% in 10-90 range 58.80% 99.20% 100%

MVA 80% in 10-90 range 100% 100% 50%
Line per-unit per-distance

reactance by kV level
70% within 10-90 range 4.40% 29% 20%

Line X/R ratio and
MVA limit by kV level

X/R 70% in 10-90 range 77.80% 61.60% 69.60%
MVA 70% in 10-90 range 0% 80.40% 72.70%

Lines/Substations
by kV level

1.1-1.4 1.29 1.45 1.31

are different in the Polish grid compared to the US grid. For example, based on the US grids, it is
expected that more than 70% of the maximum reactive power per maximum real power ratio is in
range 0.4 to 0.55 but only around 33% of generators from Polish grid are in this range.

Also, it is observed that US transmission grids usually use 69kV, 115kV, 138kV, 161kV, 230kV,
345kV, 500kV, and 765kV but the Polish grid uses 110kV, 220kV and 400kV voltage levels for the
transmission grid. Therefore, the statistics from Polish grid are mostly different compared to the
metrics extracted from US grids based on different voltage levels. In Table 2.7, a comparison of
Polish grid statistics based on the US metrics for the closest voltage level is given.

2.2.4 Summary of Updates to the Polish Network Model

As is typical of most publicly available power system test cases, the Polish grid test cases include
only steady-state generator parameters, and the cases do not include substations with geographic
coordinates. To improve the quality of the Polish system networks, geographic coordinates were
added to the network, and the generator models were expanded to include parameters such as field
voltage impedance, inertial and frictional constants and other parameters. The detailed explanation
of these additions is found in [15]. By expanding the Polish systems to include these models
and geographic coordinates, the Polish network models can be used for analyses such transient
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stability, GIC studies, transmission expansion, and other simulations involving geographically-
based phenomena such as weather or extreme events.

2.3 A Summary of Techniques for Maintaining Situational Awareness During Large-Scale
Electric Grid Simulations

The design and operation of large-scale electric grid require a variety of different engineering stud-
ies and simulations. Some of these are static, such as power flow, contingency analysis and security
constrained optimal power flow. And some are dynamic, usually involving time-domain simula-
tions to determine the behavior of the electric grid following some disturbance (contingency). In
all of these it is important that the person doing the study or simulation understand what is going
on. A term that can be used to convey this concept is situational awareness (SA). While defined in-
formally as “knowing what’s going on,” a more formal definition is “the perception of the elements
in the environment within a volume of time and space, the comprehension of their meaning and
the projection of their status in the near future” [36, 37]. The term is now widely used in electric
grid operations and increasing with engineering studies [38–41]. The focus of this section is on
techniques to help with time-domain simulations of large-scale electric grids.

The SA challenges with these simulations depend upon the electric grid size, the complexity of its
models, the simulation contingency scenario complexity, and the desired application. For example
in many educational and some research simulations the grid size, model complexity, scenario com-
plexity and desired application are similar to the 96-bus angular stability study presented in [42];
SA can usually be adequately maintained just using a graph or two (e.g., Figure 8 of [42] showing
the rotor angles for the 20 generators). Similarly even with a large system with complex models
and scenarios, if the goal is just to insure that the results for potentially thousands of different
contingencies (perhaps run in parallel) meet some criterion (such as for voltage recovery as given
in [43]) then likewise the SA needs would be modest.

In contrast the focus here is on improving SA associated with simulations in which there is a de-
sire is to obtain a rather detailed understanding of the total system response. Example applications
include doing simulations to insure all of the system models perform adequately, designing reme-
dial action schemes [44], considering the impact of unusual events on the grid (with one example
a high altitude electromagnetic pulse [45]), or a recent study by the authors considering an ac in-
terconnection of the North American Eastern and Western grids in which the associated grid had
110,000 (110K) buses, there were 245 different types of device models and more than 46,000 model
instances [46, 47].

Leveraging the authors’ extensive experience in doing such simulations and in developing the as-
sociated software, this section and two subsections present a number of techniques specifically
focused on improving SA for such studies. The first subsection focuses on SA during the initial
simulation setup including the power flow, while the second is on SA during and after the simu-
lation. Results are demonstrated on both a 10,000-bus (10K) synthetic grid [30, 48], and on the
previously mentioned 110,000-bus model. While the presented techniques are generic, they are
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specifically demonstrated using PowerWorld Simulator version 22.

2.3.1 Situational Awareness While Setting up a Simulation

Over the years a number of techniques have been developed to help with SA including the use of
onelines often at the substation level such as in Figure 2.1), tabular displays, intelligent alarming
and color contouring (such as Figure 2.7; some background papers in this area include [49–51].
Our experience is that all of these techniques can be quite useful, with the most important design
aspect being the ability to easily get more information on anything that seems important.

The focus here on wide-area visualization has been helped recently with more widespread avail-
ability of electric grid geographic information. This geographic information can be leveraged using
geographic data views (GDVs) [41, 52] in which geographic information embedded in the electric
grid model is used to draw symbols on a display in which the symbol’s appearance can be dynam-
ically modified to show model object values. GDVs can be quite useful for providing the “details
on demand” mentioned earlier and will be utilized throughout the section.

Having good SA on the initial power flow solution is crucial to correctly initializing the simula-
tions. However, before running the simulations it is important to address model instance parameter
errors, a challenge common in larger-sized grid models. While errors on the individual instances
do gradually get corrected, this is offset by the addition of new model types and associated in-
stances. With the current rapid change in many electric grids worldwide with the addition of more
renewable generation and storage this trend shows no signs of abating.

Two commonly used SA methods include the single machine, infinite bus (SMIB) eigenvalue anal-
ysis [53], and examining the log of any initial dynamic simulation limit violations while visualizing
all of the parameters associated with a particular model type. These two methods are explained in
more detail in [16].

2.3.2 Situational Awareness During and After a Simulation

The potential SA challenge during and/or after a simulation is with interpreting the large amount
of data that could be generated. How much interpretation is needed depends on the application.
Luckily for many simulations the SA challenge can be extremely modest. Here, the focus is on
really knowing what is going on in a large grid simulation when something quite unexpected could
be occurring. Examples could include debugging a new electric grid model to look for parameter
errors, simulating more unusual situations, or even some of the more routine studies mentioned
earlier when things don’t go as planned. Hence there is a need for more sophisticated techniques.

A first step to gaining SA is knowing whether the simulation failed (and if so, when) along with
noting the number and times of occurrences of the simulation generated events (SGEs). Sometimes
the cause of a simulation failure is simple, such as forgetting to clear a fault, something that can
be readily determined from a log. Other times it can be much more difficult to determine what
occurred, requiring a much broader consideration of the results.
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With this interpretation the techniques presented here are broadly divided into three groups. First,
traditional time-varying graphs in which time is the x-axis parameter and the time-variation in the
values of interest (i.e., the signals) is shown. Hence they show a portion of the results matrices
but without much of the metadata (beyond perhaps a label). Second, ones in which the visualiza-
tions show the grid at a particular time point and animation loops are used to show the simulation
response. This approach provides an opportunity for more fully showing the metadata, such as
the geographic or electric location. Third, techniques that use algorithms to aggregate the overall
system response with the machine learning approach of [54] and modal analysis examples.

In the first group a common technique for gaining some simulation SA is to setup a time plot of a
small sample of results (signals), usually chosen from across the grid, to get a feel for the overall
grid response. Examples of such plots are shown in [16]. Advantages of such figures include they
are quick to draw, a key can be used to provide a label for each signal (e.g., mapping the signal
to a particular bus), and they can show the complete time-variation for the signals. Disadvantages
include 1) there is a lack of any spatial relationships between the signals, 2) since it is just a sample
of the signals important results could be missed, and 3) it can be difficult include different types of
signals such as voltage magnitudes with frequency (this could be done with multiple y-axes though
with a similar limitation on the number of signals). Such graphs have a long history (e.g., [42]) and
they certainly play an important role in gaining SA.

An alternative to plotting a small signal subset is to plot all of them. Given the current speed of
plotting algorithms tens of thousands of signals can be quickly rendered. The advantage is that now
no signals of the specified type are missed (and for this example it is clear that there is a sustained
oscillation that will be considered later in the paper). Disadvantages include the loss of being able
to see the individual signals, potentially longer rendering times, and because of overlap many of
the signals are actually covered. An alternative for showing all of the signals is to plot the envelope
of their response (i.e., the minimum and maximum at each time point).

The second general group of techniques is to show data at a particular point in time, and then
utilize animation loops [55, 56] to show how the system changes with time. One commonly used
technique is a geographic oneline diagram, often with an associated contour [?]. An example of
this is shown for the 10K system in Figure 2.9 in which the contour is showing the bus voltage
magnitude deviation at a simulation time of two seconds and alpha-blended is used to deemphasize
the transmission grid. Hence it is showing a row of the voltage magnitude simulation results matrix
with all the values shifted by the values in the first row (i.e., when simulation time is zero).

As an alternative approach, Figure 2.10 shows a GDV summary visualization [41] in which the
substation and line information have been aggregated based on a geographic grid. Here the size
of each rectangle (a GDV summary object) is proportional to the net real power injection for the
buses in the rectangle, the color and field value give the minimum per unit voltage magnitude,
and the size of the black flow arrows is proportional to the real power flow between the different
regions. The contours can be combined to show other data results as well, such as contouring based
on spatial variation in the bus frequency, using GDV summary visualizations showing the largest
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Figure 2.9: 10K Grid Voltage Deviation Contour at 2.0 Seconds

voltage deviation in the different geographic portions of the grid, and arrows showing the change
in the real power flow, such as in Figure 2.10.

While by themselves such visualizations can help with SA, they are even more effective when used
in animations. One animation approach that has been particularly effective in showing generator
outage scenarios is develop the animations using a variable playback speed approach. For example,
creating the animation to the first 10 seconds at ½ real-time, show the next 20 seconds are real-time,
and show any subsequent values (i.e., the slower automatic generation control [AGC] response) at
twice or more real-time.

The third general group of techniques for gaining SA is to utilize various algorithms to aggregate
and summarize the overall system response. For the larger system applications here, the iterative
matrix pencil (IMP) approach is particularly effective in determining the modes for large numbers
of signals [57]. Modal analysis with the IMP utilizing all 10,000 voltage magnitude signals as
inputs can be used to quickly determine is frequency (0.31 Hz) and the algorithm from [58] can de-
termine its source and visualize the results. This is shown in Figure 2.11 in which the large magenta
rectangle shows the source of the modal power flows in Northeast Montana, the yellow rectangles
show the absorption locations (primarily in the southwest part of the grid) and the arrows show
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Figure 2.10: 10K Grid Voltage Deviation, Flows and Frequency at 2.0 Seconds

the modal power flows. The oscillation can be corrected by either disabling the dynamic model
for the 37 MVA generator or correcting the model parameters (this error was actually deliberately
induced to shown an oscillation, and could have been found with the SMIB since the generator had
a positive eigenvalue).

Finally [16] provides example results from a 110K synthetic grid available at [?] for a generator
loss contingency that includes modeling some of the AGC response.

2.4 Wide-Area Visualization of Electric Transmission Grids using the Delaunay Triangula-
tion

Building on the situational awareness (SA) techniques in Section 2.3, the

The SA challenges associated with doing these studies depend upon a number of factors including
the size of the electric grid, and, most importantly, the ultimate purpose for the user doing the study.
To aid with SA, electric grid analysis software usually utilizes a number of different information
presentation techniques including tabular displays and graphical visualization. These different ap-
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proaches are often used synergistically to achieve overall SA. The purpose of this paper is to focus
on an aspect of SA associated with the user understanding the overall state of a large-scale electric
grid, with a particular focus on the graphical visualization of the overall transmission system flow
patterns.

2.4.1 Power System Visualization Background

A quite common graphical visualization used with positive sequence simulations is the single-line
or one-line diagram (oneline), so named because the devices associated with assumed balanced
three-phase system are shown using a single line. Onelines have several different applications in
electric grid operations and planning. In the context of this paper’s focus on wide-area visualization
of larger scale systems, the purpose of the oneline is to provide an overview of all, or a significant
portion of an electric grid.

The section summarizes the work in [17] presents an algorithm to better visualize oneline informa-
tion. The results are demonstrated on two example systems, a 37 bus grid from [59] and an 82,000
bus case from [30] from [?]. The full paper [17] presents the results on fours systems ranging from
seven buses to 82,000 buses, and presents the overview onelines for these systems.

Over the years various techniques have been developed to help with wide-area visualization, par-
ticularly for oneline bus related data. One is color contouring [60], a technique that is widely used
in the electric industry particularly for the display of locational marginal cost information [61, 62].
A second is the use of geographic data views (GDVs) [41, 52] in which geographic information
embedded in the electric grid model is used to draw symbols on a display in which the symbol’s
appearance can be dynamically modified to show model object values. Our experience is that all
of these techniques can be quite useful, with the most important design aspect being the ability to
easily get more information on anything that seems important. To quote [63, 64] “Overview first,
zoom and filter, then details on demand.”

However it is much more difficult to do effective wide-area visualization of branch flows. This is
partially due to the sheer number of branches, and partially due to the many overlapping branches
that occur in large-scale grids with parallel branches common. This difficulty becomes more ap-
parent when contrasting the smaller 37 bus system, with the larger 82K bus one; as systems grow
it becomes more difficult to show specific details such as the individual bus voltage magnitudes or
the specific outputs of generators. Some of this can be helped through zooming and panning, but
zooming does come with the loss of seeing the overall system.

To address this the paper presents an algorithm to take the flows on a potentially large number of
electric transmission lines, which could be either AC or DC, and visualize them using a planar
graph. In general the high voltage transmission system is not planar, with line crossings common,
particularly when the lines are at different voltage levels. Nevertheless the premise of this paper is
a planar graph structure can be used to effectively visualize some aspects of such grids.
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2.4.2 Delaunay Triangulation Visualization Algorithm

The algorithm to do this layout is straightforward and quite computationally tractable, allowing
for interactive design even on large systems. As a starting point, assume that in the portion of the
electric grid to be visualized there are n buses, m bus groups, and b branches. Further assume that
each bus is included in a bus group and that each bus group has a unique associated spatial location,
where the spatial location could be its geographic location (latitude and longitude) or an XY value
associated with its position on a oneline.

The first step in the algorithm is to map each branch to the bus groups associated with its terminals.
The second step is to do a Delaunay triangulation of the bus groups [65]. Computationally this can
be O(m logm), and given that m is usually relatively small, this step is usually very fast. Define
the set of line segments (segments) added as the result of the Delaunay algorithm as S, and of
course by definition the Delaunay layout will be planar. The third step is to determine for each
branch a segment path between its terminal bus groups, and then to add it to the list of branches
maintained by each segment along the path. The last step is to visualize the results. This is shown
in Figure 2.12. for the seven bus system utilizing dynamically size flow arrows and segments
thicknesses [66,67]. More examples and a more detailed explanation of the process is given in [17]

This method can be utilized for larger systems, such as the 37-bus grid. In Figure 2.13 substations
are shown using GDVs in which their size is proportional to the absolute value of the net injection
for the substation (total generation minus total load) and the GDVs color is magenta if the net
injection is positive and yellow if negative. Additionally, the figure includes blue reactive power
flow arrows and labels on each segment to show the MW flow. In the figure the segment flows
are again shown using arrows and the thickness of each line thicknesses proportional to the overall
MW flow. In this figure the flows on 57 branches have been mapped into 34 segments, with at
most three branches in a segment. For the branches 14 are within the bus groups (primarily the
transformers) and hence not mapped to a segment, 36 are in a single segment, six in two segments
and one in three segments. While the reduction from the number of branches to segments is rather
modest here, it is easier to see the overall power flows. This approach could be particularly helpful
in comparing different operating conditions.

As a final example the remaining figures demonstrate the approach using the 82K-bus, 76 area grid,
which contains 104,125 branches spanning the contiguous US. The number of buses in each area
ranges from 91 to 3229. Because of the large number of buses and branches little information about
the grid’s actual operation is apparent from its original oneline.

Figure 2.14 shows the initial Delaunay triangulation using the system’s 76 areas as the bus groups.
The size of each area GDV is proportional to the area’s generation and its color based on the amount
of MW exports (with red for net exports, and blue imports). The figure also shows the segments
with a non-zero numbers of branches, with the number of branches in each segment ranging from
one up to 161. Green arrows are used to visualize the MW flows.
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2.5 Overview of Stability Considerations for a Synchronous Interconnection of the North
American Eastern and Western Electric Grids

An application of the visualization techniques presented above is the analysis of connecting and
synchronously operating the Eastern and Western United States Interconnections as described in
[18]

This paper presents some of the dynamic considerations of an ac interconnection of the North
American Eastern and Western electric grids. Currently most of the electricity used in North Amer-
ica (NA) is supplied by four major interconnects with each operating at 60 Hz but asynchronous
with each other. These are the Eastern Interconnect (EI), the Western Electricity Coordinating
Council (WECC), the Electric Reliability Council of Texas (ERCOT), and the Quebec Intercon-
nection. All of these ac networks are internally synchronized and are linked to each other only
through dc ties. For several years starting on February 7, 1967, the EI and WECC (then known
as Western System Coordinating Council, with its name changed in 2002) were operated as a sin-
gle electric grid, with the interconnection motivated by a desire to improve electric grid reliability
as a result of the November 1965 Northeast Blackout. While this interconnection worked well
initially, within months problems became apparent including oscillations on the western side and
large inadvertent exchanges [68, 69]. This led to overloading of transmission facilities, major sys-
tem breakups, reduced transmission capacity and a final removal of the ac interconnection in the
early 1970’s. Since then several back-to-back, high voltage dc (HVDC) facilities have been con-
structed along seam between the EI and WECC, allowing for up to 1.5 GW of east-west power
transfer while the two grids operate asynchronously for each other. Over the years there have been
several studies looking at a stronger connection between the EI and WECC, with some of this work
focused on the economic or resource planning aspects [70, 71], and some on the use of HVDC for
transmission expansion and design [72, 73]. In particular [73] focused on leveraging dc systems
through upgrading the existing back-to-back (B2B) dc ties and building some new long distance
HVDC lines. While this included rigorous analyses considering future capacity and carbon poli-
cies, a key area of improvement that this study did not consider is stability analysis. The feasibility
of a new interconnection has been studied less frequently [74]. This is partially because as a result
of the interconnection failure in the early 1970’s an ac connection was viewed as, “like tying two
elephants together with rubber bands; they can only go so far in opposite directions before the rub-
ber bands snap” [75]. However, there has been significant growth in transmission and generation
technologies since the 1970’s along the EI WECC boundary, particularly with the now widespread
application of power system stabilizers, and greatly improved electric grid monitoring and control.
The need for more up-to-date assessments with improved stability models is identified in [74, 76].
Given the importance of system stability in operating these to grids synchronously, this paper [18]
builds on and extends earlier results presented from a 2020 study on an ac interconnection of the
EI and WECC in [46, 47]. PowerWorld Simulator Version 22 is used for all the simulation results
shown due to in part to its ability to model very large systems, stability models used in both the EI
and WECC grids and efficiently visualize engineering results. The paper is organized as follows.
The second section presents the electric grid models used in the study. Given that some information
about the actual electric grids models used in this study is designated as Critical Energy/Electricity
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Infrastructure Information (CEII) [3] so it is not fully publicly available, the paper presents re-
sults for models both of the actual grid and non-CEII synthetic grids. The third section provides
some overview results from the study based on the actual grid models, whereas the fourth section
provides more detailed results on the study’s methodology and associated visualizations using the
synthetic grids. Then the fifth section summarizes the paper and discusses some future directions.
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Figure 2.11: 10K Grid Visualizing the Source of the 0.31 Hz Oscillation
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Figure 2.12: Seven Bus System Overall Transmission Flows Visualized

Figure 2.13: Bus System Substation-Based Visualization including Reactive Power and MW Labels
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Figure 2.14: 82K System Area Full Delaunay Triangulation Visualization
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3. Task 2: Developing Specific Grid Scenarios

The goal of Task 2 is to develop specific grid scenarios. We accomplished this objective we creating
a geographically accurate synthetic grid modeling CAISO in California as described in Section
3.1. This new synthetic grid enables further geographically impacted research on electric power
systems, such as the co-simulation of natural gas and transmission networks.

3.1 Developing a Geographically Accurate Synthetic Transmission Grid on the footprint of
California

To fulfill research needs without compromising security, synthetic grids are developed with ficti-
tious components and parameters. Typical synthetic grids include a set of electrical components,
including transmission lines, transformers, buses, substations, generators, and loads with defined
parameters and connections that determine how current will flow through the system. The clas-
sic IEEE test cases were among the first synthetic grid models [77], followed by recent synthetic
networks created by Texas A&M University [?, 9], the University of Wisconsin-Madison [78, 79],
the Reliability Test System-Grid Modernization Lab Consortium (RTS-GMLC) [80], and other test
cases compiled into the power flow library for benchmarking AC OPF algorithms [81]. These
synthetic grids provide increased security and ease of use relative to real grid models.

One shortcoming of these commonly used synthetic grids is their lack of realistic geography or ge-
ographic information. Though they are based on portions of real power system networks from the
1960’s and 1970’s, the standard IEEE test cases do not include any geographic information. The
Texas A&M grids, the University of Wisconsin-Madison networks, and the RTS-GMLC network
are all synthetic (“realistic but not real”) electric power grid models that contain geographic coor-
dinates ranging from the southwestern United States to the entire continental United States. These
network models do not represent any specific actual power system, but model the characteristics
and electrical behavior of real power systems [21,82,83]. Thus, the transmission lines, substations
and buses do not correspond to any existing power systems network equipment. Also, the transmis-
sion lines are represented as straight lines connecting two nodes, rather than nonlinear paths that
curve based on local topography, vegetation, and property ownership.

Realistic or accurate geography with high granularity is important for geo-referenced applications,
including studies related to weather, topography, and socio-economic considerations. For exam-
ple, the models in [84] balance the competing risks associated with wildfire ignition from power
equipment and public safety power shutoffs. Using a geographically accurate synthetic grid to test
such a model allows for synthesis with spatial data, including wildfire risk maps and demographic
data. Thus, there is a need for synthetic grids without CEII-protected information that represent the
existing geography of real power systems.
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The main contribution of this section is a geographically accurate synthetic transmission network
model that includes the service territory of the California system operator CAISO. This electric
network was developed by adding approximate substation and node topologies and first principles-
based synthetic network parameters to publicly available geographic data of California’s electric
infrastructure. The result is an open-source, non-CEII transmission network model suitable for
geo-located applications. Further, the procedure described in this section can be adapted to create
similar transmission and distribution models in other geographic locations.

3.2 Data Sources

The proposed geographically accurate synthetic grid was developed using several sources of pub-
licly accessible data described in this section.

The data sources are organized in the following categories: electric infrastructure geographic infor-
mation, generation data, synthetic load profiles, and transmission line parameter data.

3.2.1 California Electric Infrastructure Geographic Data

Geographic information systems (GIS) represent spatial data in the form of maps. GIS data of Cal-
ifornia’s transmission lines and substations were obtained from the California Energy Commission
(CEC) [1]. This accurate geographic data can be downloaded as two separate shapefiles (.shp) and
opened in a number of GIS mapping software applications, such as ArcGIS Pro. These shapefiles
store the location, shape, and attributes of California’s actual transmission lines and substations,
which are represented as line and point features, respectively.

The CEC also provides a shapefile of California’s power plants. Additionally, the Energy Informa-
tion Agency (EIA) releases publicly available information about California’s power plants, includ-
ing geographic coordinates, in the Form EIA-860 [85]. The location and capacity of the generators
and plants from the CEC and EIA sources are similar, but not exactly the same. To inform generator
locations in the proposed network, we selected the 2019 Form EIA-860 over the CEC power plant
shapefile since it provides additional attribute fields, such as power factor, that could be useful for
various applications.

3.2.2 Generation Data

In addition to geographic coordinates, the 2019 Form EIA-860 contains useful generator attribute
information, such as the nameplate MW capacity, power factor, minimum MW values, fuel type
and unit type. However, it does not contain details about renewable energy generation output and
non-renewable generation cost curves. Since such information is needed to create the synthetic
grid, we use state-wide renewable data published by CAISO for 2019 [86] and the quadratic cost
curve coefficients from [87] to create the synthetic system described in this paper. To create the cost
curves for steam boiler plants, [87] used typical heat rate values from [88] and multiplied them by
fuel costs from the EIA website. Heat rates for natural gas (simple and combined cycle) plants were
obtained from GE, and multiplied by average natural gas fuel prices. For nuclear, wind and solar,
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offer curve data was used. All of the generators in the Form EIA-860 were grouped into clusters,
and representative generators from each cluster were manually assigned cost curves. The remaining
generators were automatically assigned cost curves based on the representative generators [87].

3.2.3 Load Data

In this work, we leverage publicly available aggregate hourly load data from CAISO for 2019 [86].
This is combined with a method developed as part of the EPIGRIDS project, which provides hourly
load data at census tract level granularity and captures variation in the load profiles throughout the
state of California [78, 89]. In brief, The EPIGRIDS method is a a multi-stage method that disag-
gregates state-wide temporal load information to individual loads. To achieve this, GIS data is used
to estimate the percentage of the state load consumed at each load location, as well as the distri-
bution of residential, commercial, and industrial load types. This is combined with information on
typical load profiles associated with residential, commercial, and industrial loads to create a load
profile for each load bus, appropriately scaled to match the total state-wide load. In this paper, we
leverage the same original methodology from EPIGRIDS, but update the load data to reflect the
CAISO 2019 aggregate load.

3.2.4 Transmission Line and Transformer Parameter Data

Transmission line parameters, including resistance, reactance and susceptance, are protected data.
Thus, synthetic values must be generated. We use publicly available data to generate realistic
parameters for the transmission lines and transformers in the proposed synthetic system. FERC
publishes historical and current annual reports of information about electric utilities in the United
States. Two of these reports, the Form No. 1 “Annual Report for Major Electric Utility” [90], and
the Form No. 715 “Annual Transmission Planning and Evaluation Report” [91], contain useful
data for assigning line parameters. The Form No. 1 is publicly available, while the Form No. 715
is classified as CEII and no longer released to the public. Although access to the Form No. 715
can be requested, the authors opted instead to only use the Form No. 1 from 2010 and previously
published average values and statistical data derived from the Form No. 715 [21, 78] to avoid
concerns regarding protected data in the proposed synthetic grid.

The Form 1 was created for utility companies to report their bulk electric system assets to FERC for
annual accounting. In California, three utility companies submitted the FERC Form 1 report and
thus their data is utilized to create the proposed grid. The data includes voltage level, transmission
line length, number of conductors per phase, conductor size, conductor type (ACSR, ACSS, XLPE,
etc), transmission structure material and construction type. The granularity of the data varies,
ranging from total mileage of transmission lines at each voltage level to individual transmission
structure construction for individual segments of each transmission line.

The Form 1 does not contain any useful data for transformer parameters. We therefore lever-
age average per unit impedance values using the transformer base MVA for each pair of primary-
secondary voltages from [78] and X/R ratios for all transformers with MVA values ranging from
50 MVA to 2000 MVA were obtained from [21].
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While there is an abundance of publicly available data, several important aspects are needed to cre-
ate a more complete power system model. This includes the topology of the system (e.g., connec-
tions between different components), line and generation parameters, and locations and parameters
of transformers and reactive power compensation. We describe the methodology used to generate
each of those aspects below.

3.3 Topology

The data from CEC and EIA are collections of individual components, rather than a fully connected
network suitable for power system simulation and analysis. This section introduces the method for
creating connectivity and then describes various data cleaning and processing steps.

The available datasets include substation locations, generator locations, and transmission line paths.
The first step in achieving a connected topology is to assign substation connections to the end points
of the transmission lines. To do this, we calculate the distance from a transmission line endpoint to
each substation in the network, and assign the closest substation as a connection. This is repeated
for each transmission line endpoint in the network. A similar process is conducted for assigning
generators to substations. We calculate the distance from each generator to each substation, and
assign a generator connection to the closest substation.

While this connectivity method is simple and intuitive, several data challenges cause the resulting
network to be a poor representation of the CAISO network.

i) Substation locations do not represent all network nodes: Many of the transmission lines are made
of several line segments, and substations do not exist at all of the end points of these line segments.
This prevents transmission line segments from being connected and line termination points from
being modeled correctly.

ii) Lines branch within a line segment: The transmission lines from the CEC data represent the
actual line locations, but the data does not accurately model electrical circuits and collections. In
particular, a multi-circuit path where a single circuit branches away at some point along the length
of the line may not be correctly represented. At such points, the transmission line paths do not
break and the data is missing a connection point where the branching line enters or leaves.

iii) Automated processing steps require manual cleanup: Some of the automated methods to ad-
dress challenges i) and ii) cause secondary topology problems that require manual analysis and data
cleaning.

iv) Substations do not include transformer connections: The data sets include transmission line
voltage levels, but not the connections between voltage levels. Substation topologies must be cre-
ated if multiple voltage levels connect to the same substation.

The solutions to the challenges are discussed below.
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Figure 3.1: An example of a transmission line branching off a from another line. The green node was added
at the vertical line’s endpoint, and the horizontal line needed to be split at that point to model a connection.

3.3.1 Supplementing the network with additional nodes

The substations do not represent all necessary connections between transmission lines, and thou-
sands of additional nodes were required to represent electrical interconnections between transmis-
sion lines. These “added nodes” are placed at every transmission line segment endpoint that does
not already have a node or substation within a small search radius. A conservative search radius of
just 12 meters ensures that nodes are still placed at the endpoints of very short line segments that
exist within cities.

3.3.2 Breaking down transmission lines paths

Some transmission line paths are continuous line segments that must be further segmented to rep-
resent connections. An example is shown in Fig. 3.1 where the vertical line has had a node (shown
as a green point) added at its endpoint. However, the horizontal line does not terminate at the node,
and therefore will not be modeled as an electrical connection. This line must be segmented to add
a line endpoint and model the connection to the vertical line. All lines in the network that pass
through a node like this are segmented into smaller line paths. The process created a few hundred
extremely short line segments, some smaller than one meter. These lines segment were manually
deleted or merged with another line.

3.3.3 Resolving Topology Issues

After the above geo-processing stages are complete, the network connectivity process can be run
again, but there are new challenges to solve. Certain parts of the topology, such as Midway Substa-
tion in Kilowatt, California, shown in Fig. 3.2, do not correctly connect because too many nodes
have been added to nearby transmission line endpoints (due to the conservative search radius used
when adding new nodes). Large substations like Midway cover a large area of land in reality but
are represented as a single point, resulting in relatively large distances between the substation point
and adjacent line endpoints. With these additional nodes, many lines would not correctly connect
in the substation and instead link to nodes outside of the substation, preventing the topology from
representing the connectivity of all of these lines. These extra nodes are removed manually, but we
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Figure 3.2: GIS representation of Midway Substation in Kilowatt, California, overlaid on top of a Google
Maps satellite image.

created a tool to aid in identifying other locations where there may be connectivity challenges.

The tool calculated the graph-distance (with line length as edge weights) and geographic-distance
between node pairs. If there was a large discrepancy between these values, it indicates a potential
network problem where nearby nodes are not connected. This allowed easier identification of
locations similar to Midway substation, where creating correct topology connections in a fully
automated way is challenging. After identifying a connectivity issue, we made modifications to the
geographic data to solve the problem.

One particular connectivity challenge arises when a line is assigned a connection at the same node at
both ends. In these cases, an added node at an interconnection was often closer than the substation
node, and therefore both line endpoints were assigned to that same added node. A list of these
lines was produced and they were addressed manually by merging, extending, and deleting lines
and deleting nodes in ways that allowed components to correctly connect.

3.3.4 Substation transformers

The final topology challenge is the addition of transformers. When multiple voltage levels connect
at the same node, the node must be broken into multiple nodes with transformers to connect them,
transformers assigned to connect nodes, and lines and generators must be reassigned a connecting
node.

The process for transformer node creation is as follows.

1. Identify the number of voltage levels V connecting to a node.

2. Add V −1 additional nodes to the network.
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3. Add new transformer branches to connect the nodes, where the highest voltage node connects
to the second highest voltage node, the second highest voltage node connections to the third-
highest, etc.

4. Assign each line that connected to the original node to the new node representing the correct
voltage level.

5. Assign any generators to the highest voltage level in the set.

3.3.5 Final Topology

For each of the topology creation steps, we modified and cleaned some of the input data and then
re-ran the automated connectivity steps. The final grid topology, after the automated and manual
processing is complete, is shown in Fig. 3.3.

3.4 Assigning generator, load and renewable energy data

We next describe our methodology for assigning generation, load and renewable energy data to the
grid.

3.4.1 Assigning data for conventional generators

The information pulled from the 2019 Form EIA-860 files includes static attributes, including the
nameplate capacity (MW), nameplate power factor, latitude, and longitude.

In addition to the generators location and production capacity, we also need generation cost curves
to model generator dispatch within the electricity market. The cost curve coefficients (see Section
3.2.2) are correlated with the 2019 Form EIA-860 generators. For ‘Plant Codes’ and ‘Generator
ID’s’ that directly matched between the 2010 cost curve spreadsheet and the 2019 generators, the
cost curve coefficients were simply copied over. For the remaining non-renewable generators, we
assign the coefficients of the closest-sized generator of the same type. For the renewable generators,
we assign coefficients of zero.

3.4.2 Assigning data for renewable generation

To account for the variability of solar and wind generation, we used the state-wide generation
data published by CAISO for 2019 [86]. The data consists of load and generation from different
resources for every five minute interval, from which we sample points at the beginning of every
hour. Before beginning, we scaled the capacities of all the solar generators to account for the lower
solar capacity in the grid topology created, compared to the peak solar generation in California. The
next step is to assign a portion of the total state-wide generation from renewable sources to each
renewable generator in the proposed grid. The capacity of each generation was scaled according to
its actual rating, as shown in equations (3.1a) and (3.1b).
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Pmax,s
PV,i =

Pmax
PV,i

∑ j∈PV Pmax
PV, j

Ps
PV ∀i ∈ PV ,s ∈ S (3.1a)

Pmax,s
W,i =

Pmax
W,i

∑ j∈W Pmax
W, j

Ps
W ∀i ∈ W ,s ∈ S (3.1b)

In the above equations, PV is the set of all solar generators and W is the set of all wind generators
in the synthetic grid. The set S denotes the generation scenarios considered. Pmax

g,i is the actual
capacity of generator i (scaled to ensure that the grid is able to produce peak solar), Ps

g represents the
total amount of solar or wind generation in the system, respectively, and Pmax,s

g,i is scaled capacity
proportional to the generation from renewable sources in scenario s.

We note that the above assignment policy keeps the ratio of renewable generation constant between
generators over time. Improving the renewable energy production scenarios to account for more
geographic variability is an area for future work.

Load

Hourly load data scenarios were utilized from a previous research project called EPIGRIDS [78,
89]. These loads are given per census tract, and therefore need to be assigned to specific locations
in the grid. A first approximation would be to assign each load to the nearest substation from
the CEC dataset. However, this assignment method would leave many substations with very high
load, many with no load, and some radial substations with no load or generation. To create a
better assignment of loads, we use an optimization assignment problem that minimizes the distance
between the EPIGRIDS load buses and the CEC substations, with additional constraints on the load
assignment shown in problem 3.2.

min
x ∑

i∈L
∑

j∈N

xi jci j (3.2a)

s.t. ∑
j∈N

xi j = 1 ∀i ∈ L (3.2b)

∑
i∈L

xi j ≥ 1 ∀ j ∈ N (3.2c)

(3.2d)

Here, the load assignment variable xi j is a binary variable that determines if load i is assigned to
node j. The objective function minimizes the cumulative distance from the location of each load
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to the substations, represented by ci j. The set L is the set of all loads from EPIGRIDS, with one
load per census tract. The set N is the set of nodes where we require the algorithm to assign at
least one load. This set N includes all the original substations from the CEC data set, as well as
the added network nodes located at the end of radial branches that do not have generators attached.
The constraints on the load assignment are that each load i ∈ L is assigned is assigned to exactly
one node (3.2b), and that each node j ∈ N is assigned at least one load (3.2c). The set of loads
L is larger than the set of nodes N at which we assigned the loads, permitting a feasible solution
to the problem. Since this problem satisfies the conditions for total unimodularity, it produces a
solution with xi j ∈ {0,1} without explicitly enforcing that xi j is binary.

3.5 Assigning Line and Transformer Parameters

To obtain a system which gives rise to feasible and realistic power flow and optimal power flow
solutions, we need to add realistic line and transformer parameters such as impedances and MVA
limits. This section describes the procedure used for generating these limits. The key steps in the
procedure are outlined in Fig. 3.4.

3.5.1 Input data

Choosing load and generation scenarios

To create a realistic power system network model that is feasible for a wide range of load and re-
newable generation scenarios, we have to consider more than one loading condition when assigning
line parameters. Considering every possible load and generation scenario is not practical for com-
putational reasons. To increase the computational efficiency of the grid creation algorithm while
still designing for a large range of operating conditions, the load data was sub-sampled to create a
representative set of scenarios that approximates the boundaries of the set of load and generation
scenarios.

Specifically, we picked a total of 245 loading scenarios. The first 121 scenarios are chosen to be
the hour with maximum load, as well as the 60 hours before and after. The next 121 scenarios are
chosen to be the hour with the minimum load, as well as the 60 hours before and after. In addition,
we consider 3 scenarios that represent the hour with the maximum solar generation, the hour with
maximum wind generation and the hour with the overall lowest renewable generation. This ensures
that we observe a range of both load and renewable generation scenarios, as well as different hours
of the day and days of the week.

Generate initial generation profiles for each scenario

When creating generation profiles for the scenarios, we both want to reflect typical operating con-
ditions (i.e., conditions that allow the lowest cost generators to run). At the same time, we should
avoid over-optimizing the grid such that transmissions lines are sized only to support the lowest
cost generator dispatch (economic dispatch). Also, load power demand changes throughout a day
or week, and changes between months and years, this creates varying flow flow patters across the
grid. If the grid creation process does not include enough variety in the generator dispatch and unit
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Figure 3.4: Flowchart of the grid creation process.
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commitment, the grid will not be able to support varying load flow patterns and cannot transfer
larger amounts of power in different directions across the grid.

Past experience has also shown that synthetic grid models are highly sensitive to the set of gener-
ators committed, and that at each generator must be dispatched at their maximum output level in
at least one scenario [78]. Otherwise, the transmission lines connected to the generator points of
interconnection (POI) for decommitted generators will be inadequately designed.

To obtain a varied set of power injections from the generators, we generate two sets of genera-
tion schedules for each hour using two methods we call the economic dispatch and uneconomic
dispatch:

• Economic dispatch: For each hour, we implement a simple unit commitment algorithm. This
algorithm iteratively decommits the most expensive generator until a target spinning reserve
level of 10% is met. Once the unit commitment is fixed, the generators are dispatched using
an economic dispatch algorithm that minimizes the generator cost subject to the total demand
equaling total generation.

• Uneconomic dispatch: In the uneconomic dispatch, we follow a similar procedure, but in-
stead decommit the cheapest generators to create an “uneconomic dispatch”. The final in-
jections are again computed by running an economic dispatch algorithm considering just the
most expensive generators.

The economic and “uneconomic” dispatch scenarios result in all generators being dispatched at, or
near, their maximum power output in at least one generator unit commitment scenario. Since we
create two generation scenarios for each of our 245 load scenarios, we consider a total number of
490 power injection scenarios.

Initializing the transmission line and transformer parameters

As a final input to our method, initial transmission line and transformer impedances are assigned
to each of the network branches. Instead of using a simple assignment such as assigning a uniform
per-unit-length impedance to all transmission lines, we used transmission line data from the FERC
Form 1 to make the initial assignment. For each transmission line at each voltage level in the
proposed synthetic grid, the line in the FERC Form 1 with the closest length was identified. If the
utility company listed in the CEC data matched the utility company listed in the FERC Form 1,
only the lines in the Form 1 data corresponding to that utility company were examined.

We used the Form 1 data for the matched CEC transmission lines, including conductor size (in
kcmil), conductor type, and number of conductors per phase, to determine ampacity limits and
transmission line impedances for the corresponding transmission line in the proposed grid, follow-
ing the methodology described in [78]. As part of this process, transmission line manufacturer’s
data sheets [92] are used to determine ampacity limits, while [93] is used to determine approximate
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GMR and GMD values which are then used to compute synthetic per-unit length transmission line
impedances for the lines in the Form 1. Additionally, the calculated ampacity limits are multiplied
by the rated voltage of the transmission line to calculate probable MVA thermal ratings for each
transmission line in the Form 1.

By examining geographic regions such as states or approximate ISO or RTO service territory, we
can determine MVA ranges for each voltage level and region. This data is validated using the MVA
limit ranges for transmission lines at each voltage level in [21, 78]. We combine the calculated
per-unit-length impedance parameters with the MVA limit ranges to produce a table of possible
conductors configurations for each transmission line. Later, we use this table to adapt the transmis-
sion line parameters as the MVA limits of lines are increased or decreased, as explained below.

The MVA values and ranges were created assuming that all conductors are ACSR [92]. However,
if the conductor material type is changed to ACSS, the ampacity roughly doubles, without a sub-
stantial change to the GMR of the wire [94]. This allows the MVA rating of a transmission line to
increase by up to 100% of the original value without modifying the corresponding R,X,B values.

Since the Form 1 does not contain useful transformer data, we assign an initial limit of 2000 MVA to
each transmission-level transformer. The average per unit impedance values are obtained from [78]
using the transformer base MVA and the primary-secondary voltages, and corresponding X/R ratios
were obtained from [21]. Once the initial line and transformer parameters are calculated, we solve
a DC power flow for all 490 scenarios to calculate the resulting flows through all transmission lines
and transformers. We then resize the transformers to have an MVA limit equal to the maximum
value calculated from the DC power flow and recompute the impedance parameters corresponding
to these calculated flows.

3.5.2 Algorithm for Updating Transmission Line Parameters

The initial line parameter assignment is typically inaccurate and the generation schedules obtained
with the uneconomic and economic dispatches, which do not account for network constraints, may
not be feasible. In the following section, we describe our algorithm for adjusting both the generation
dispatch and the line parameters to obtain a system that allows for feasible power flow and optimal
power flow solutions.

Step 0: Initialization

Define the 490 power injection scenarios and initial line parameters as discussed above.

Step 1: Solve line upgrade optimization problem

For each power injection scenario, solve the optimization problem (3.3). This optimization problem
attempts to minimize the size of transmission line violations while also limiting generation redis-
patch away from the assigned power injection schedule. To achieve this, the objective function
(3.3a) is formulated with two terms: (1) a penalty on ∆pg,s, which measures how much generator g
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is redispatched in scenario s, and (2) a penalty on δi j,s, which measures the violation of the power
flow limit on line i j in scenario s. The factor λ is a trade–off parameter that balances how much
we penalize the generation redispatch and the amount of line limit violations in the solutions. A
smaller value for λ allows for more generation redispatch and leads to fewer line updates. A larger
value for λ penalizes generation redispatch more and thus forces more line upgrades. If we do not
allow any redispatch at all, the procedure becomes similar to solving a power flow for each load
scenario. Based on testing with several values, we set λ = 0.5 for our final grid. This seems to
give a reasonable trade–off between the number of lines that need upgrades and limiting generation
redispatch.

min λ ∑
k∈G

∆Ps
g,k +(1−λ ) ∑

(i, j)∈L

δ
s
i j (3.3a)

s.t. Pg,k − ∑
(i, j)∈L

β
k
i jPf ,i j = Pd,k ∀k ∈ B (3.3b)

Pf ,i j = Bi j(θi −θ j) ∀(i, j) ∈ L (3.3c)
−Pmax

f ,i j −δ
s
i j ≤ Pf ,i j ≤ Pmax

f ,i j +δ
s
i j ∀(i, j) ∈ L (3.3d)

Ps
g,o −∆Ps

g,k ≤ Ps
g,k ≤ Ps

g,o +∆Ps
g,k ∀k ∈ G (3.3e)

Pmin
g,k ≤ Ps

g,k ≤ Pmax
g,k ∀k ∈ G (3.3f)

δ
s
i j ≥ 0 ∀(i, j) ∈ L (3.3g)

∆Ps
g,k ≥ 0 ∀k ∈ G (3.3h)

B and G are the set of all the buses and generators in the grid respectively. The equality constraints
(3.3b) represent the DC power flow equations, while (3.3d) represent the relaxed transmission
line limits and (3.3e) represent the generation limits after redispatch. The primary output of this
optimization problem is the line limit violations δ s

i j for each line (i, j) ∈L in each scenario s ∈S .
Note that if the DC power flow solution is feasible for the original power injection scenario s, the
optimization problem would set δ s

i j = 0.

Step 2: Identify and upgrade overloaded lines

To identify the overloaded lines, we compute the maximum violation across all scenarios,

δi j = max
s∈S

δi j,s . (3.4)

We then randomly choose a subset of 541 lines to upgrade, corresponding to 5% of the total number
of lines in the system1. If fewer than 541 lines are overloaded, we upgrade all the lines.

1 The reason for upgrading only a subset of lines is that some overload problems may resolve by themselves in the
next iteration once the other lines have been upgraded. The random choice of lines to upgrade reflects the fact that the
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For each line (i, j) that is chosen for an upgrade, we use the following procedure:

(a) Using the table of possible conductor types and MVA ratings for this line, upgrade the type
of conductor to the one with the closest higher MVA rating.

(b) If the conductor type has already been upgraded to the highest MVA conductor type and
could not be updated using the procedure in (a), increase the number of circuits included in
the line by one. Note that the maximum number of allowable circuits per line is 8.

If the line has already been upgraded to have 8 circuits, it is left in its overloaded state until the end
of the algorithm. Once the algorithm terminates, we double the ratings of all the lines, which can
be understood as changing the conductor type from ACSR to ACSS. By doing this, we (a) remove
the remaining overloads and (b) ensure that we account for reactive power flows and losses in the
lines, which were so far neglected, when assigning reactive power support.

It should be noted that during this entire process, the number of conductors in each circuit was not
changed. This is because, in actual networks, the number of bundled conductors in each circuit
is usually limited to two or three, with some exceptions. To get parameters that are as realistic as
possible, the number of conductors was thus fixed.

Step 3: Identify and upgrade underutilized lines

A similar set of changes are performed to reduce the ratings of the lines that are under-utilized.
Transmission lines with a utilization lower than a given threshold (30% in our case) are classified
as underutilized. As done in the case of overloaded lines, a random subset of 541 underutilized
lines are chosen. In case the number of underutilized lines is smaller than 541, all such lines are
downsized.

For each of the chosen lines (i, j):

(a) Using the table of possible conductor types and MVA ratings, downsize the line by choosing
the conductor type that has the closest lower MVA rating

(b) If the conductor type has already been modified to one with the lowest MVA rating, reduce
the number circuits in the line by one. Since a line must have at least one circuit, do not
decrease the number of circuits in a line once it equal one.

If a line has already been downsized to have just the one circuit of the smallest allowable conductor
size and it is still underutilized, do not downsize it further.

power system has been evolving over a long period of time, and thus is not always built to be optimal for the present
day loading conditions.
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Step 4: Check termination criterion

If the number of overloaded lines is below a threshold τ , then the line resizing terminates. Other-
wise, we return to solving the optimization problem in Step 1. At the beginning, the threshold τ

is set to zero. However, if the algorithm fails to terminate after a certain number of iterations, the
threshold is increased every iteration until the algorithm terminates. This is to prevent “cycling”
where the algorithm upgrades a set of lines, causing another set of lines to become under-utilized.
Correcting these under-utilized lines then causes the first set of lines to become overloaded, thus
driving the algorithm into an infinite loop if the threshold τ is not increased.

3.6 Assigning Reactive Power Support

The reactive power output of the generators alone is not sufficient to maintain the voltage at each
bus within its limits. Thus, to ensure that the grid gives rise to an AC power flow feasible solution
where all voltage limits are satisfied, we need to add reactive power compensation elements to the
network. We do this using the algorithm described below. Due to the high computational burden
associated with solving AC optimal power flow for a network of this size, this algorithm considers
only a single power injection scenario corresponding to the maximum load scenario with economic
generation dispatch. As mentioned in Section 3.5.2, the thermal limits of the lines are temporarily
doubled to ensure that the network at hand is ACOPF feasible and the reactive power flow and
losses in the network are accounted for.

Step 0: Initialization

Add reactive power compensation in the form of synchronous condensers to all nodes in the net-
work. The initial capacity of the reactive power compensation devices is set to 200 MVAr.

Step 1: Solve AC optimal power flow

For the problem with reactive power compensation installed, we solve a standard AC optimal power
flow problem which minimizes generation cost subject to AC power flow, generation, transmission
and voltage magnitude constraints [95].

Step 2: Remove redundant compensation

Remove reactive power compensation from the 20% of the nodes that currently have reactive power
compensation.

Step 3: Check termination criterion

If fewer than 20% of all nodes have reactive power compensation, terminate. Otherwise, go back
to Step 1 and resolve the AC optimal power flow.
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Step 4: Restoring the line limits

After assigning reactive power support, the thermal limits of lines with a utilization of less than
50% are brought back to their original values before they were temporarily doubled. This results
in around 2.54% of lines with limits that are doubled, corresponding to an upgrade from an ACSR
conductor to an ACSS conductor, as described in Section 3.5.1.

3.7 Grid Metrics and Evaluation

A brief overview of the network structure is given in Table 3.1. The created synthetic network has
8848 buses, out of which 1,483 have reactive power support in the form of synchronous condensers.
There are 10,140 transmission lines and 663 transformers in the grid. The system has 2461 load
buses with a peak load of 44,001.4 MW and 2,229 generators with a total capacity of 74,052 MW.
Generation capacities for different fuel type is shown in Fig. 3.5a.

An important metric to evaluate synthetic networks is the node degree distribution, which captures
the frequency of the node degree (number of lines connected to the substation) of each substation.
Fig. 3.6 shows the node degree distribution for our synthetic grid. As expected, the node degree
distribution of our network follows a downward trend and agrees closely with the trends followed
by real networks [78].

Characteristics of the network branches, shown in Table 3.2, for the synthetic grid follow trends
similar to those followed by the real grids presented in [78]. Any statistical comparison of the
synthetic network and real grids will have shortcomings due to the fact that there are only three
samples of real world networks in the USA.
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Figure 3.6: Node degree distribution for the network

Metric Number
Buses 8848

Transformers 663
Transmission lines 10140

Generators 2229
Buses with reactive power

compensation
1483

Load Buses 2461

Table 3.1: Network data

Volt-
age
level
(kV)

GVA-
miles

Total
length
(miles)

Per-
cent of
lines

66 952.40 12696 0.6485

115
1760.95

8076.1 0.2170

230
5651.86

8256.5 0.1225

500
10213.52

4637.2 0.0120

Table 3.2: Characteristics of the network branches
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Figure 3.7: a) shows the generation dispatch for Jan 7 through Jan 13. b) shows the generation dispatch for
Aug 1 through Aug. The winter generation profile is more constant, with less ramp in the evening, while
the summer dispatch has much high load for air conditioning. Also note the shorter output duration of solar
(brown) in the winter (a) compared to the summer (b).

We have evaluated the operation of the proposed grid across a year of hourly renewable generation
and load scenarios. The renewable generation data comes from 2019 aggregate production data
from CAISO [86]. As described in Section 3.4.2, for each hour, the capacity of each renewable
generator is scaled according to its rating and the aggregate renewable production. For the load
scenarios, we use a full year of the previously referenced hourly load data, as described in Sec-
tion 3.2. For each hour, an DC optimal power flow is run using the solve_opf function with
DCPPowerModel option from the PowerModels.jl package [95]. We then evaluate aspects of the
power flow solutions, including feasibility, line loading, generation dispatch, and curtailment.

Out of the 8760 hourly time steps, there is only one time step that does not have a feasible primal
point. This occurs at hour 5919, which corresponds to September 4 at 3:00pm. This indicates that
this period should likely by added to the scenario set for upgrading transmission lines.

We also examined congestion on transmission lines. Out of 10,140 transmission lines in the net-
work, there are on average 10.1 lines that are operating at their maximum capacity, and the median
number of lines at capacity is 10. The highest congestion level, which occurs on August 15 at
10:00pm, has 26 lines operating at their maximum capacity. This indicates that there is a small
level of congestion in this network under most scenarios, but the congestion is limited and the grid
generally operates with economic efficiency.
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Generation profiles for a selected two-week period are shown in Fig. 3.7. A winter profile for
January 7 through 13 is shown in 3.7a, while a summer profile for August 1 through 7 is shown in
3.7b. The generation output in the summer is much higher and has a larger ramp rate, as is expected
for California. This is especially pronounced for natural gas (yellow) after solar output drops after
sunset. We also note that the daily production period of solar generation (brown) is shorter in the
winter than the summer, which is a result of fewer hours of sunlight in the winter months.

Curtailment of wind and solar energy is limited in this grid model. The median curtailment for
each hour the year is 0 MW, and on average just 26.5 MW of solar or wind is curtailed. Only 233
out of 8760 hours of the year have curtailment over 100 MW. It is important to note that this is not
reflective of the much higher level of curtailment in the actual CAISO system. We suspect that the
low curtailment is due in part to the fact that we scale the wind and solar capacity by the dispatched
power of the CAISO market, not the total available wind or solar at a given hour. An area of future
work is to improve the accuracy of the renewable generation profiles.

3.8 Using this Synthetic Grid

This synthetic grid can be used as a test case for power systems research applications. It is par-
ticularly valuable for use in geo-referenced applications, such as those relating to weather, climate
change, topography, political boundaries, socio-economic considerations, and more. The synthetic
grid is available in a GitHub repository2 in MATPOWER and GIS formats.

The MATPOWER (.m) file is a standard format for storing power system component information.
It contains sections for the network components, including ‘branch’, ‘gen’, ‘bus’, and ‘load’, and
their attributes. Generator cost information is given under ‘gencost’. Extra component data is
listed under separate headings of ‘branch data’, ‘gen data’, etc. MATPOWER files are commonly
used as inputs for a number of power system analysis software packages and applications, such as
PowerModels.jl.

Power system models are not typically available in the GIS format. However, this format can
facilitate synthesis with other geographic data. The GIS file is a shapefile (.shp) that can be opened
in GIS mapping software, like ArcGIS Pro.

3.9 Summary and Conclusion

The result of the previously described methodology is a synthetic grid that represents the real
locations of California’s electric infrastructure with invented interconnections and parameters. To
the authors’ best knowledge, this is the first publicly available synthetic grid that accurately reflects
the geography of California’s electric transmission infrastructure.

2The Github repository is not currently publicly available, but may be made publicly available in the future.
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There are several limitations of this synthetic grid. First, the final network is merely an approxima-
tion of California’s transmission system. While the locations and paths of the components were not
significantly modified, the connections and parameters are invented. This is useful for maintaining
security, but it also means that any results produced using this grid do not necessarily reflect the
results that would be produced from California’s actual grid.

Another limitation is the connectivity of the final system. In the current version of this test case,
not all of the buses are included in the largest connected network. However, we believe that this is
reasonable because it is consistent with other publicly available synthetic grids, such as the Western
Electricity Coordinating Council (WECC) grid model.

The authors have identified several areas for ongoing development and future work. One important
area is the renewable generation time-series data. We can incorporate weather data with geographic
variability to create more realistic renewable generation profiles.
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4. Task 3: Exploring Decision Making with Uncertainty

In task 3, the effect of uncertainty on decision making was explored and modeled. This was ac-
complished by creating wildfire scenarios, quantifying their risk, and proposing an algorithm for
grid upgrades to mitigate the risk of grid-caused wildfire ignitions [96] (Section 4.1). To further
expand this research, section 4.2 describes dynamic co-simulation of transmission and distribution
grids while considering the effect of electric vehicles on grid frequency [97]. Section 4.3 describes
how scenarios can be created for research, simulations, education, and operator training [98]. Fi-
nally, Section 4.4 the creation of a model to examine the integration of PV, distribution system,
transmission system, and cyber infrastructure [99].

4.1 A Framework for Risk Assessment and Optimal Line Upgrade Selection to Mitigate
Wildfire Risk

In the United States, the total area burned by wildfires, wildfire frequency, and federal fire sup-
pression costs per year have increased significantly since 1985 [100]. Wildfire prevention is an in-
creasingly crucial effort, especially as climate change exacerbates future fire risk conditions [101].
Power line faults are one of the major sources of wildfire ignitions [102]. Downed lines, vegetation
contact, conductor slap, or component failures can produce fault currents and sparks that may ignite
fires under hot, dry, and windy conditions [103, 104]. The deadliest and most destructive wildfire
in California’s history, the 2018 Camp Fire, was ignited by an aging transmission line [105].

A particular challenge of ignitions from electric power lines is that a common factor – high wind
speeds – increases both the probability of ignitions due to electric faults and promotes a rapid
spread of the resulting fire. As a result, wildfires ignited by power lines tend to be larger than
fires from other causes [106]. For example, wildfires ignited by power lines in San Diego County
account for only 5% of all ignitions, but 25% of the total acres burned [102].

Several strategies may prevent ignitions from electric infrastructure [104]. During high risk con-
ditions, utilities currently implement public safety power shutoffs [107], which de-energize the
lines in high risk zones to avoid the release of fault currents and prevent wildfire ignitions. While
preemptive shutoffs are effective in preventing ignitions, they can result in wide-spread power out-
ages [108]. This consequence is particularly harmful for people that depend on electric medical
devices and members of socially vulnerable communities [109], and still leaves the population ex-
posed to non-power line ignitions. Results in [84] showed that it is possible to reduce both wildfire
risk and the size of power outages by incorporating power flow modeling in shutoff decisions.

Less disruptive ignition prevention strategies include vegetation management, replacing aging com-
ponents, and converting overhead power lines to underground cables [110, 111]. Undergrounding
is attractive because it reduces the need for costly short- and long-term ignition prevention strate-
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Figure 4.1: Overlay of California’s transmission lines [1] with the Wildland Fire Potential Index map for
August 1st, 2021 [2]. Warmer colors indicate higher wildfire potential.

gies in the future, as the ignition risk is essentially reduced to zero once the line is undergrounded.
Further, underground cables are less susceptible to impacts from wildfires (e.g., flashovers due to
air pollution [112] or fire damage to towers [113]), offering another argument for undergrounding
in areas with high wildfire exposure. Thus, undergrounding is seen as a highly effective, though
expensive, measure to reduce mitigate power line-wildfire interactions.

However, since undergrounding the entire electric grid is prohibitively expensive, we need to select
lines that exhibit the highest risk. Assessing the long-term ignition risk associated with a particular
power line is challenging due to the complex and time-varying nature of wildfire risk. In the United
States, there are currently no publicly available databases specifically for quantifying the ignition
risk of power lines and hardening strategies. Thus, there is a need among grid planners for more
accessible and flexible methods of defining wildfire risk in the context of upgrade selection.

This section, and in more detail [96], addresses this gap by proposing a framework for assessing the
wildfire risk associated with power lines, as well as an optimization problem to select an optimal set
of lines for upgrading. The framework defines wildfire risk as a function of two components: the
probability of electric faults leading to ignitions, and the potential for large wildfires and fire spread
in the area around the line. The probability of electric faults leading to ignitions is hard to assess for
individual lines without detailed information typically available only to utilities. However, we can
incorporate known trends. For example, per mile of power line, distribution lines are three times
more likely to cause ignitions compared with transmission lines [114].
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In this section, we take an initial step towards filling this gap. The first contribution of our section
is to examine multiple methods of defining the wildfire ignition risk associated with power lines.
As a second contribution, we incorporate these metrics as inputs to an optimization model which
identifies the optimal set of power lines to underground to reduce wildfire risk, while not exceeding
a pre-defined budget. The model considers multiple wildfire risk scenarios to determine the line
upgrades that provide the best improvements across all of the scenarios.

Finally, we demonstrate our method through a case study based on the RTS-GMLC grid [80] and
the real transmission lines in California [1], in which we analyze different risk metrics and assess
how sensitive the upgrade selection is to various model parameters.

4.1.1 Identifying the Optimal Set of Power Lines for Undergrounding

First, we present a simple optimization-based method to demonstrate how data on wildfire risk can
be used to support decisions regarding which power lines should be prioritized for undergrounding
in a region with significant wildfire risk. We consider a power system with N overhead power
lines split into line segments represented by the set L . Note that the number of line segments
NL = |L | ≥ N. For each line segment l ∈ L , we define the associated wildfire risk as Rl and the
cost of undergrounding by Cl . Further, we define a binary decision variable zl which represents
whether line segment l is undergrounded (zl = 1) or not (zl = 0). We represent the budget for
undergrounding lines as Cmax.

With this information, we formulate a simple optimization problem to identify the optimal set of
lines to underground:

min
zl

ρ(Rl,zl) (4.1a)

s.t.
NL

∑
l=1

Clzl ≤Cmax (4.1b)

zl ∈ {0,1} ∀l ∈ L . (4.1c)

Here, the objective function (4.1a) minimizes the total wildfire risk in the system, represented by
the function ρ(Rl,zl), which depends on the wildfire risk Rl and the upgrade status zl of each line.
The constraint (4.1b) limits the upgrades to those that are possible within the defined budget, while
(4.1c) requires the undergrounding variables zl for line segment l to take on values of either 0 or 1
(i.e., partial undergrounding is not possible). Assuming that ρ(Rl,zl) can be expressed as a linear
function, this simple model is a version of the classical 0-1 knapsack problem.

In this model, the risk values Rl of a transmission line l represent a single, aggregate measure of
risk across the entire geographical span of the line and across multiple scenarios of daily wildfire
risk. The wildfire risk function ρ(Rl,zl) further aggregates the risk values for all the individual
lines into a single value. The method used to aggregate wildfire risk metrics can have a significant
impact on the results. In the next section, we discuss different options for defining Rl and ρ(Rl,zl)
in detail.
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Figure 4.2: Line segments selected for upgrade (highlighted in orange) in simple example.

4.1.2 Assessing Wildfire Risk of Transmission Lines

Obtaining and synthesizing information about all of the factors that impact wildfire risk from elec-
tric grids and deriving an aggregate risk value for the entire length of the line is a challenging and
time-consuming task. Furthermore, since decisions of which lines should be put underground is a
long-term planning problem, we need to consider how wildfire risk varies over time. To address
this challenge, we divide task of defining and computing ρ(Rl,zl) in three parts. First, we discuss
how to compute risk for a small line segment at a given point in time, which is accomplished by
determining the Wildfire potential wi,s and the probability of ignitions πi,s. Then, we discuss how
these risk values can be aggregated geographically (i.e., along the length of the line) and in time
(i.e., across multiple scenarios) for a single line. We examine both the maximum risk or the cumu-
lative risk metric rl,s for a given transmission line. Finally, we discuss how to aggregate risk across
all lines in the network for both risk metrics to define the total system risk ρ(Rl,zl). This process
is explained in more detail in [96].

4.1.3 Test Case Results

The proposed risk assignment and upgrade selection methods are demonstrated through several
test cases as presented in [96]. First, we solved the cumulative problem variant for the RTS-GMLC
system with non-segmented lines. In this example, the cumulative model chooses 8 lines to be
upgraded out of the total 104, as shown in Fig. 4.2. This corresponds to 300 miles, or 9% of the
total line length.

Additionally, we considered splitting the lines into pieces with a length of at most 10km or 1km.
Using shorter line segments allows us to develop a more detailed plan and more carefully target
undergrounding efforts in the highest risk zones. However, shorter line segments increase the
computational requirements of our model, both in data processing (i.e., obtaining risk values Rcum

l
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Figure 4.3: Pareto curve of normalized system-wide risk values that result from different values of the trade-
off parameter. The orange point corresponds to α = 0.4, which is the case used for comparison with the
other risk metrics.

and Rmax
l values for a large number of line segments l) and in the optimization problem (i.e. each

line segment requires the introduction of a binary decision variable zl to represent whether or not
that segment should be undergrounded).

To incorporate both the cumulative and maximum risk metrics, we added a trade-off parameter α

that varied between 0 and 1. Fig. 4.3 shows a Pareto plot the solutions that result from varying α .
Each point on the curve represents a solution where lines are selected for upgrade such that both
the cumulative and maximum risk are minimized, however, the relative importance of each metric
is changing as α changes, leading to different solutions.

To examine the solutions in more detail, we solve the problem once for each variant assuming
a constant budget of 300 million USD. For the trade-off formulation, the trade-off parameter of
α = 0.4, which corresponds to the orange point in Fig 4.3. It was chosen for as a solution that
shows significant (although not exactly equal) reductions in both the cumulative- and maximum-
based risk. In each case, the reductions of maximum risk and cumulative risk are computed based
on the selected upgrades and are summarized in Table 4.1. We observe that each method upgrades
a similar number of line segments, which is as expected because the budget is the same across
all problems. However, the percentage reduction in risk for the maximum and cumulative metrics
varies between the different problem variants.

To further analyze the solutions, Fig. 4.4 shows the 10-km line segments selected for underground-
ing for the three problem variants. The sets of lines selected by the cumulative and maximum
formulations do not intersect, showing that the choice of risk definition has a significant impact on
undergrounding decisions. Further, we observe that the trade-off variant includes a combination of
line segments from each of the other solutions. This highlights that a trade-off between cumulative
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Table 4.1: Comparing Risk Metrics.

Risk Metric Minimized
maximum cumulative Trade-off

Segments Upgraded 25 25 26
maximum risk [% reduction] 8.76 8.99 9.43
cumulative risk [% reduction] 6.65 14.58 12.06

Figure 4.4: Plot of RTS-GMLC 10-km line segments selected for upgrade for the cumulative (blue), maxi-
mum (orange), and trade-off (magenta) problem variants. Segments are offset for visibility.

and maximum may be useful to reduce both high point-wise and high cumulative risk.

Finally, we included the impact of transmission voltages on the wildfire risk analysis. To incorpo-
rate the fact that the relative probability wildfire ignitions is three times higher for distribution grid
lines, we assume that πi,s = 1 ·π for transmission lines and πi,s = 3 ·π for distribution lines. We use
Vdistmax = 69 kV as a cutoff value to distinguish between transmission and distribution lines. The
optimization problem is solved twice for the CEC transmission system, once without any voltage-
based weighting, and once with kV-weighting.

We tested this improvement on a geographically accurate California grid (described below in Sec-
tion 3.1) which exhibits a range of line voltages from 33 to 500 kV. The system serves as a large-
scale example with roughly 6800 transmission and distribution lines. The same budget of 15 billion
USD is used for both cases. The lines selected for upgrade by these two solutions are shown in
Fig. 4.5b and Fig. 4.5c. Totals of 2536 and 3748 lines are selected for upgrade for the unweighted
and kV-weighted solutions, respectively. There are 1373 lines that are exact matches, amounting to
approximately 54% of the unweighted and 37% of the kV-weighted upgraded lines.
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(a) Low voltage lines (less than 69
kV)

(b) Upgrades without kV weight-
ing (c) Upgrades with kV weighting

Figure 4.5: Plot of California Energy Commission lines showing (a) distribution lines (less than 69 kV) in
pink (b) upgrades selected without kV weighting in yellow and (c) upgrades selected with kV weighting in
blue.

4.2 Transmission-Distribution Dynamic Co-simulation of Electric Vehicles Providing Grid
Frequency Response

This section explores decision making with uncertainty, specifically regarding EV integration and
dynamic grid simulations. More details can be found in [97]

Many countries have set goals toward or are planning to reach a carbon emissions-free power
sector and to reduce carbon emissions of the transportation sector during the next two decades.
As a result, an increasing number of electric vehicles (EVs) and charging infrastructure will be
deployed in the transmission and distribution networks. Because inverter-based resources—such
as EVs, distributed photovoltaics (DPV), and energy storage—are connected to the grid through
power electronic devices, the total inertia of the system is decreasing and making the system more
vulnerable to frequency fluctuations [115]. Different control strategies for the generation units
and storage can be adopted to restore the frequency response by providing real power support
[116,117]. These frequency regulation services, including both primary frequency response (PFR)
and secondary frequency response (SFR) [118], can balance the system total load and generation.

EVs, equipped with a battery, have the capability and flexibility to provide fast frequency response,
including PFR and SFR, to help mitigate system frequency fluctuations and to enhance system
frequency stability; however, this vehicle-to-grid (V2G) frequency regulation provision may im-
pact both the bulk power system frequency response and the local distribution network voltage
profiles. Because the charging infrastructure is usually designed to sustain charging of EVs at the
rated power, the V2G discharging for frequency regulation could increase local voltage and lead to
overvoltage violations.

To synthetically study the impacts of the EVs’ frequency regulation on both the bulk power sys-
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tem and a distribution network, this paper [97] leverages a transmission-and-distribution (T&D)
dynamic co-simulation model that can simultaneously perform the bulk system dynamic simula-
tion and distribution power flow analysis. The coordination between EVs and other DERs, such
as DPV, for frequency regulation is studied. Multiple participation strategies for the frequency
response from EVs are investigated. The main contributions of this paper can be summarized as
follows:

• An innovative EV dynamic model considering EV owners’ participation willingness has been
developed and added to the T&D dynamic co-simulation model [118] to enable the analysis
of the frequency response from EVs.

• The coordination between the EV and DPV frequency regulation is studied, which provides
guidance for future coordination optimization of DER grid services.

• The impacts of EV frequency regulation are analyzed, including PFR and SFR on bulk sys-
tem frequency response and distribution voltage. Multiple participation strategies of the fre-
quency response from EVs are investigated.

4.2.1 EV Model and Simulation Framework

EV Model

Plug-in EVs have promising capabilities to provide several T&D grid services [119]. Because EVs
are essentially inverter-based resources, we developed an EV dynamic model based on the Western
Electricity Coordinating Council PVD1 model [120]. Here, we added 1) a parameter Pcap that
models the participation strategies of EV; 2) the state-of-charge (SOC) related blocks that decide
the current flowing in and out of the battery, as shown in Fig. 4.6. Note that a generic model of
PFR is also included in Fig. 4.6. The overall dynamic model can represent general EV battery
behaviors, which is added to ANDES [121], a grid electro-mechanical dynamics tool.

More specifically, pcap added in this model limits the participation of an EV to provide frequency
regulation. pcap is in range [-1, 1], and the meanings of representative values are explained here.
When pcap =-1, the EV’s maximum power is 100% charging, which means that the EV cannot
provide PFR and SFR. pcap =1 means that the EV’s maximum power is 100% discharging, and
the EV can change its status from charging to discharging to provide PFR and SFR. Similarly,
pcap =-0.5 and 0.5 mean that the EV’s maximum power is 50% charging and 50% discharging,
respectively. pcap =0 represents that the EV’s maximum power is 0, which means that the EV is
not charging or discharging.

PFR

PFR uses droop control, i.e., when the frequency deviation is larger than a PFR deadband, the EV
changes its active power output accordingly. An additional power output, Pdrp, is added to the
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Figure 4.6: Block diagram for the EV dynamic model including PFR.

generation output:

Pdrp =

{
(60−dbUF )− f

60 Ddn if f < 60
f−(60+dbOF )

60 Ddn if f > 60
(4.2)

where dbUF and dbOF are the underfrequency and overfrequency deadband, respectively; and Ddn
is the per-unit power output change to 1-p.u. frequency change (frequency droop gain).

SFR

SFR [122] is enabled by an automatic generation control (AGC) model that includes two compo-
nents: an area-level (assuming one area in this paper) estimation of the area control error (ACE)
and a plant-level control that receives the SFR reference power, Pext , for each plant. ACE represents
the system generation and load imbalance. ACE is calculated as:

ACEtt = 10B( freqm,tt − f0) (4.3)

where tt is the AGC time interval index; ACEtt is the ACE at the AGC interval tt; freqm,tt is the
measured system frequency at the AGC interval tt; f0 is the system reference frequency; and B is
the frequency bias in MW/0.1Hz. After a frequency error tolerance deadband, fdb, a proportional-
integral (PI) control is applied on the ACE signal to calculate the control variable, u(t) (i.e., AGC
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Figure 4.7: Simulation components with information exchange

signal); KP and KI are the coefficients of the AGC PI controller:

u(t) =−KPACE −KI

∫
ACE. (4.4)

The AGC signals are normally updated every 4 s in the field. The output from the PI controller
is allocated to each AGC generator considering the unit’s participation factor, resulting in the final
AGC control reference for each unit. Note that the participation factor of each unit is decided by
a real-time economic dispatch that is normally updated every 5 minutes. Each EV’s participation
factor can be updated by the corresponding EV aggregator and/or under a different time interval
based on the local aggregator’s optimization.

T&D Dynamic Co-simulation Platform

This section introduces the T&D dynamic co-simulation framework for studying effect of EVs on
frequency response. The backbone of this framework is developed in [118]. The co-simulation
framework is based on the HELICS platform and the open-source power system simulator ANDES
and OpenDSS [123]. HELICS is an open-source, cyber-physical co-simulation framework for
energy systems. Following are a few key concepts of HELICS that are relevant here: federates,
brokers, simulators, and messages; for more details, see [124].

The developed EV component enables EV frequency response studies. Assume that the overall
system comprises a transmission system; a control center; and an EV aggregator and a photovoltaic
(PV) aggregator for each load bus, as shown in Fig. 4.7. The transmission system sends the system
frequency and the ACE signals to the transmission control center every 0.5 second, where the AGC
signals are calculated with the PI controller and sent to the EV and PV aggregators every 4 seconds.
This setup is modeled in HELICS, where the transmission simulation federate uses ANDES, and
the distribution quasi-static time-series power flow uses OpenDSS.

More information, including the case studies and results, can be found in [97].
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4.3 Design Considerations for Operational Power System Simulation Scenarios

This section describes the scenario generation work presented in [98]

In addition to grid planning and operations, power system simulations can play an important role
in formal engineering education, on-the-job training, and power system research. These simula-
tions are well established, continuously evolving, and can impact the future of smart grid devel-
opment [125]. Industry has long used operator training simulators (OTSs) and dispatcher training
simulators (DTSs) to train their personnel [126]. Numerous tools exist for demonstrating the opera-
tion of the electric grid [127–133]. These simulators can emulate real-world systems and historical
data can be used to design them to optimally train employees, on the system they will be operating.
However, due to the sensitive nature of our power system infrastructure, students and researchers
often never get the opportunity to experience one of these simulations.

Recent developments in phasor measurement unit (PMU) time-frame interactive simulation envi-
ronments [133, 134], such as the Dynamic Simulator (DS), as well as the accompanying creation
of large-scale, realistic synthetic grid systems [9, 48, 135, 136] have made these simulations acces-
sible to students and researchers alike. Given these sophisticated tools and models, the challenge
becomes how to use them effectively for purposes of training and education, for a variety of au-
diences. Short duration, steady-state or single contingency scenarios can be a good place to start.
Examples include the textbook type of exercises in [137]. These help teach concepts such as contin-
gency and sensitivity analysis, and other basic power system principles. This paper [98], however,
focuses on the development of longer, more complicated, real-time, interactive simulation scenarios
which are meant to mimic the role an operator would play in a control center.

Scenario design has been a key part of power systems operations training, associated with DTS’s
[138] and OTS’s [139]. A scenario can be described in simple words as “the running of an event
group with a base case” [138]. In [140], the instructor is responsible for applying and changing
the scenarios at certain intervals, which may include load changes, faults, change in generator
voltage setpoints, etc. In [139], a heuristic method was developed to automate the creation of
scenarios to match the training goals along with trainee experience, adopting methods from artificial
intelligence. However, this is computationally intensive and relies on the collection of a large
amount of actual, power system operational data and is more suited for industry applications, where
the data is usually proprietary. This paper aims to address some of these gaps by creating these
scenarios based on publicly available grid models, so that the scenarios are not proprietary or
protected. In addition, not only are all these scenarios pre-programmed but the DS simulating
them runs a full transient stability simulation in real-time, as opposed to the above examples.

Longer, more “realistic” simulation scenarios could be of immense value to both students and
researchers. Students can gain a feel for what it is like to operate a power system during both
normal and emergency situations, in real-time. Researchers can use these simulations to evaluate
the effectiveness of new visualizations, interfaces, operator tools, or training techniques. They can
measure the impact of human factors on different aspects of power grid operations.
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While the value of these operational scenarios is clear, the design possibilities are virtually endless.
This paper [98] describes the design of real-time, interactive, operational scenarios of realistic grid
system, with three scenarios detailed. The first is a single-user voltage control simulation of a large
system, with a dynamic load profile. The second is a multi-user simulation, designed to mimic
a typical control room, in which users are controlling a medium sized sub-set of a larger system,
also with a dynamic load profile. The final scenario is a single-user simulation of a small system
during a geomagnetic disturbance event (GMD). The full paper, [98] describes the development
and features of all the scenarios.

4.4 A study of Cyber-Attack Resilience in a DER-Integrated Synthetic Grid Based on In-
dustry Standards and Practices

The objective of this section (and detailed more in [99]) is to develop the required simulation in-
frastructure and methodology to analyze the stability issues and provide holistic study of impacts
of malicious cyber-attack on power systems with a high penetration of DERs. Furthermore, the
goal is for the outcomes of this section to be used to help propose an attack-resilient framework for
critical infrastructure and provide a quantifiable resilience rubric for secure integration of DERs.
Specially, the section aims to present and simulate the architecture involved with DER integration,
the cybersecurity challenges introduced due to the integration, and steps required to mitigate the
challenges and increase resilience to the infrastructure. Hence, this work has developed a Simulink
model of Solar PV [141]. This has been coupled with a transmission grid as well as a communi-
cation network to create a coupled infrastructure. This work described can open the gateway to
different analyses and red team/blue team assessment of DER systems in real time in an emulation
platform.

The case used to design this simulation is from a dataset called syn-austin-TDgrid-v03, which is a
highly detailed synthetic electric grid data set for combined transmission and distribution systems
[142]. This case represents a synthetic grid version of the Travis County of central Texas with
140 substation and 448 feeders [142]. This case was selected, because this detailed T&D system
facilitates analysis of coupled infrastructure as per the goal of this section.

In designing the simulation, the development included a Simulink model file with .slx extension
which is block diagram model of 30KW of PV array based on a specific manufacturer design,
SunPower SPR-305E-WHT-D. In attempt to model the case as realistic as possible, the model
was designed to follow the rooftop solar generation capacity and geographical location data made
available by Austin Shines Project and Pecan Street Inc. for Austin, Texas. The generation pattern
of the DER in this case has been modelled according to the data of participating households in
Austin Shines project [143].

To provide the cyber aspect to the system, a directional network was created, connecting all the
DERs in the system through aggregators. All three files combined provide an infrastructure for
studying voltage stability issues caused by cyber threat to DERs in the grid.
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Figure 4.8: Model of single PV array connected to grid.

The work in this section uses PowerWorld to perform the modeling and analysis of the transmission
system, OpenDSS for the location of substations and connection nodes available in provided distri-
bution system data, and MATLAB and Simulink for the modelling of PV system. These software
packages were then tied together through scripts of Python 3.

4.4.1 Grid Data

The grid data used in this section is based on research on synthetic grids. Synthetic grids are
realistic and fictional power network models. They include detailed representation of generators,
loads, transmission lines, and transformers [9]. The synthetic grid is based on geographically sited,
publicly available data and statistics about the physical grid. This allows co-simulation and coupled
infrastructure studies. Test Case

Test Case

In the section, we have utilized the highly detailed Synthetic Electric Grid Data Set for combined
transmission and distribution systems [142] of Travis County, TX as the test case to demonstrate
the coupling of power and DER networks. It includes the city of Austin and surrounding areas in
central Texas. This data set serves 307,236 customers loads with total system peak of 3,254 MW.
There are in total 140 substations in the system, with 69 kV and 230 kV nominal voltage level.
This data set includes a mix of 448 rural, suburban, and urban feeders, and 132,406 distributed
transformers. There are in average 5.3 consumers per distribution transformer; the distribution
transformer capacities are in the range 10-1500 kVA, and ANSI ratings are used for the maximum
allowed voltage range. The synthetic distribution network models diversity in the following terms:
1) There are urban, suburban, and rural circuits in the data sets adapted to the different characteris-
tics and dispersion of consumers. In particular, the urban/suburban and rural circuits have different
design

targets, for example, network length and reliability. 2) Several distribution nominal voltage levels
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Table 4.2: The key statistics of the synthetic system Travis160

Statistics Quantity

Customer loads 307,236
Generator units 39
Feeders 448
69 kV transmission lines 229
230 kV transmission lines 34
Transmission buses 160
Distribution electric nodes 1,654,691

Figure 4.9: Connection of the transmission vs the distribution node based on the Voronoi polygons method.

are considered, specifically 4kV, 12.47kV, and 25kV. 3) Several approaches for voltage manage-
ment are considered: voltage regulators and/or capacitor banks. 4) The loading of the network
components depends on the discrete network components available in the input catalog. It is im-
portant to note that while the load is realistically modeled, the electric network that supplies the
load in this synthetic test case is intentionally designed to be different from the actual system on
the same geographic footprint. This prevents the synthetic data set from revealing critical energy
infrastructure information, but still provides the users realistic test cases to develop techniques that
can be applied to the real system. This test case is publicly available for download at [?].

Substation Service Area

Substation service areas are defined to simplify the mapping of DER generations from a distribu-
tion node to the transmission-level substation and to provide an understanding of the geographic
service of the system. Establishing the service territory of each transmission substation leverages
the geographic data on the synthetic system as well as the topology of the distribution system in
the Travis160 synthetic case and uses Voronoi polygons to establish tessellating service territories
with the electric model’s nodes central to each region.
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Figure 4.10: System architecture diagram for the study.

The service area mapping procedure is summarized below: 1) Select a transmission-level substa-
tion, 2) Identify which distribution feeders correspond to the selected substation, 3) Obtain geo-
graphic coordinates of identified distribution feeder nodes, 4) Create Voronoi polygons to repre-
sent the reach of each distribution node, 5) Aggregate Voronoi polygons to represent the selected
transmission-level substation’s service area, 6) Repeat steps 1 through 5, iterating through trans-
mission level substations.

If the distribution system topology is not made available, service areas can be approximated by
creating Voronoi polygons [144] for each of the transmission-level substations. The parsed data
for transmission and distribution is available in Figure 4.9. Where each row provides info for
corresponding transmission substation, distribution substation, geographical location of each DER
node calculated on Voronoi polygon algorithm [144]. Thus, this data can be used to correctly map
the DERs to transmission node in synthetic grid based on the corresponding distribution node data
generated from Voronoi algorithm.

4.4.2 Case Studies and Results

This section provides the insight into the steps employed for the study. First, it describes parameter
correction and simulation of DERs based on data from Austin SHINES. The second step involves
the mapping of DER network to transmission system. The third step is to generate the communi-
cation network for the DER network in system. Finally, studies are done executing cyber threat
scenarios on the DERs to study the impact on grid. The system architecture is displayed in Figure
4.10.

The city of Austin gets fixed tilt sunlight hours (the amount of hours of sunglight a fixed tilted non-
tracking solar panel receives) of 5.3 hours per day and averages 4.0- 4.5kWh

m2 of solar Irradiance
[145]. Hence for the simulation, solar irradiance was assumed as displayed in Figure 4.11. The
aggregate Irradiance for the day comes out to be 4.3kWh

m2 to make it as realistic as possible.

The other constant required for simulation is hourly temperature. And the temperature used in the
study is between 77◦F to 90◦F to simulate an average in the location. Figure 4.12 displays the
fluctuation of temperature used in the simulation. The data set generated here is of 30000-time
steps, spread over 24 hours.
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Figure 4.11: Solar Irradiance used for simulation of DER.

Figure 4.12: Temperature used for simulation of DER.
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Figure 4.13: Pmean generated by single PV array during 24-hour simulation.

The DER nodes are mapped to the transmission system according to the substation service areas
established in 4.4.1. If the DER node falls within the geographic footprint of a substation, it indi-
cates that its most proximate distribution point of interconnection would aggregate to the specified
transmission-level substation and thus, its load is best represented as an addition to the identified
transmission-level substation. The DERs are mapped as generation, where the dataset ensures that
generation is variable on a schedule.

Figure 4.13 displays the variable generation of PV based on parameters provided to the model. The
maximum generation is 46.8KW which occurs during afternoon duration of the simulation. For
30% penetration, a total of 182.52MW of generation is scheduled through PV arrays. Assuming
each DER cluster consists of 100 rooftop PV arrays. Thus, the total open generation available for
the case is 3517.78MW through traditional sources and 182.52MW from attached DERs, making
them a critical generation unit for the system. The schedules and schedule subscription feature
available in PowerWorld are used here to update the load and generation of mapped DERs to the
system.

Network for the DERs

To simulate a real-time network associated with DERs in the Austin power system, a primitive
network graph methodology using vertices and edges, that represents a cyber-physical network of
the county is used. The vertices denote network nodes or physical devices, and the edges denote a
communication link between the nodes. Vertices and edges have attributes. A vertex that is a DER
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Figure 4.14: Visualization of generated network graph for mapping of DER in the communication network

with router connection could have attributes such as the IP address, configuration, and generation
information. Attributes of an edge could include, for instance, the protocol used in that link, such as
DNP3. The NetworkX Model employed here has also parameters specifying the connection nodes,
data, and location of particular DERs. This model provides PV generation data at geographically
represented nodes each hour of the day. This information provides essential details for the coupled
infrastructure: the connectivity to entire communication network. Hence, it allows the study of
execution and defense of assumed threats to the system.

Due to limitation of NetworkX to execute any threat commands to power system simulation soft-
ware, the connection between two softwares is an assumption in this study. The network graph
generated by NetworkX is visualized in Figure 4.14.

The graph model has each of 39 DER cluster as a nodewith attribute of maximum MW generated
among other data. They are connected in a directed graph fashion towards their respective aggrega-
tors. The DiGraph class provides additional methods and properties specific to directed edges. The
aggregators are connected in bidirectional fashion and have ability to make multiple edges between
two aggregators using MultiDiGraph class available in NetworX library [145].

A separate script is employed to simulate the network threat to aggregators in an ordered fashion. In
the first step, two aggregators are taken out to simulate 25% blackout of DERs in the area. Then, all
four aggregators are taken out of service to simulate 100% DER blackout in the area. The summary
of the steps employed in this setup is displayed in figure 4.15.

A key question to address while considering increasing PV in grid how the grid changes along
with it. The simulation environment allows the study of this impact on grid due to increased PV.
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Figure 4.15: Steps involved in the study of voltage loss due to loss of DERs

Figure 4.16: Voltage/angle during 25% DER blackout threat.
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Figure 4.17: Marginal cost before, during and after 25% threat.

Results of the simulation as present below, proved that while 30% PV integration did not cause
any violations, the most noticeable effects were change in energy cost, generation cost ($/hr) and
marginal cost of production was decreased.

System loading studies were also performed to indicate any vulnerable points in case of extreme
load scenarios. During the 24-hour period of the simulation, no bus voltage limits are violated.

Figure 4.16 shows the marginal drop in bus voltage angle due to 25% drop in generation by DERs in
the system which accounts for 45.63MW only in a system of 3517.78MW. Hence there is nominal
change in Marginal cost of generation for most of the traditional generators as displayed in figure
4.17.

While in case of 100% DER blackouts, there is significant voltage drop (p.u) with most of the buses
attached to DERs generation units. The maximum is an almost 40% drop in voltage for bus 156.

Similarly, marginal cost analysis shows significant increase in cost/MW during the event of threat.
Figure 4.18 displays the changes in marginal cost during and after the event for few generators
mostly effected by the event, while Figure 4.19 provides insight into the per unit voltage drop
experienced at each bus effected during the event.

Along with above mentioned results and analysis methods, there were different analyses performed
on setup at different threat levels. And the data presented above is validated through the data pro-
vided by ERCOT in their study of renewables in the system [146]. The ERCOT DERAU1 model’s
ride through response abnormal voltage was modeled according to IEEE 1547-2018. ERCOT’s
study even through only considered 5% and 10% penetration for net load of 3150MW.
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Figure 4.18: Marginal cost for generators before, during and after 100% threat event.
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Figure 4.19: Bus voltage drop before, after 100% threat event.

summary and conclusion

This thesis introduced the interconnection of DERs to the power system, coupled with cyber infras-
tructure. The introduced DERs are then disconnected from the communication network due to a
assumed cyber threat. This thesis also provides insight into design and deployment of photovoltaic
arrays to the grid. It also discusses the most updated interconnection standards i.e IEEE 1547-2018,
essential communication requirements for DERs like IEC 61850, standardization of cybersecurity
for user and device authentication etc, being employed in industry across USA. The second part of
thesis provide the vulnerability analysis of the various parameters involved the system and high-
lights the vulnerability of system to operational impacts introduced through loss of service of DERs
in the system. This grid impact analysis is validated by ERCOT study [146] which also concluded
that DER can negatively impact the net load serving capability of the grid (even at relatively low
penetration levels) and needs to be explicitly modeled to tackle the potential reliability issues. The
study also validates the interconnection discussion on ride through voltage, clearing time and other
benefits of dynamic voltage support introduced by IEEE 1547-2003. In summary, the contribution
of this thesis to existing literature is to:

1. Extend and fine-tune the design of photovoltaic array models for interconnection to existing
grid systems

2. Develop infrastructure of DER interconnected to transmission system using Voronoi polygon
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technique.

3. Provide insight into grid impacts such as voltage drop caused due to loss of DER in the
system. By presenting a modeling pipeline from the PV modules to the cyber and physical
transmission and distribution power system infrastructure, this thesis provides an approach
for the realistic study the vulnerability of system towards newly introduced DERs.

4. Provide insight into the updated communication standards to monitor and control the DERs
in real time and requirements for emergency command, threat assessment and utility-DER
interactions employed in industry that bolster resilience in the interconnection.
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5. Task 4: Expanding the Scope of Synthetic Grids for Coupling with Other
Infrastructures

In the final task of this report, the researchers examined the impact of other infrastructure models
on the eclectic system. Specifically, Section 5.1 examined the coupled electric grid and transporta-
tion networks and studied the impact of electric vehicle charging on the grid’s performance [147].
Section 5.2 further studied the emission impacts of electric vehicle charging [148].

5.1 The Economic and Technical Impacts of Houston’s Electric Vehicles on the Texas Trans-
mission System: A Case Study

Due to maturing technology, declining costs, and increased support for clean transportation, electric
vehicles (EVs) are on the rise. As of 2020, the transportation sector represented only around 2% of
global electricity demand. However, recent studies show that by 2050, transportation is expected to
account for 10% of total global electricity demand [149]. This trend toward increased electrification
of the transportation sector requires extensive planning to prepare the electric grid for a variety
of possible adoption scenarios. The impacts of transportation electrification varies depending on
aspects of the adoption scenarios such as the penetration of EV integration and the charging models
used. Therefore, there exists a need to model EV integration scenarios so that researchers can
identify possible problems to various aspects of power grid planning and operations.

One area of particular interest pertains to identifying the infrastructure changes that are necessary
to support an increased EV integration. Particularly, one identified impact of EV charging is a
change to the peak demand under certain charging models [150]. These sudden changes in peak
demand can lead to the line overloading as current increases to maintain power supplies. The
line overloading and congestion results in huge changes in the locational marginal price (LMP) of
electricity [151] and can lead to an accelerated component aging, increased resistive losses, and fire
safety issues from overheating lines or transformers that impact the reliability of the components
of the electric grid. However, if EV charging load schedule is encouraged during off-peak hours,
LMPs may even decrease as a result of congestion prevention in peak hours [152].

Because many factors must be considered with the increasing integration of EV charging into the
power grid, it is imperative that studies integrate realistic models of both the transportation and
electric systems. This work relies on an established coupled infrastructure approach using detailed
models of both a realistic electric grid and actual transportation network to analyze the impact of
EV integration on line loading and LMPs of the transmission system for multiple levels of EV
penetration. Publicly available data of transportation system is used for estimating EV charging
patterns based on their type, location and schedules and the charging demand is integrated to a
realistic but not real synthetic power grid that is created over the footprint of Texas, United States.
This research provides a fundamental insight into the impact of incorporating electric vehicles into
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Figure 5.1: TX7k transmission system

a realistic large-scale electric system with more than 7,000 buses considering reliability and system
costs.

5.1.1 Transmission System Modeling

In North America, electric grid models are considered critical energy infrastructure information
(CEII) and access to those are restricted and detailed results often cannot be published. As such,
this study leverages a synthetic grid that is created over the Texas footprint that is realistic enough to
mimic actual grids. Synthetic grid models are publicly available at [153] and have been validated
to be functionally similar to the built grids in North America [21] without compromising CEII.
The development methodology of these grids is documented in [8, 9, 14, 30], and [154] details the
inclusion of generator cost curve information, a feature of the synthetic grids which is essential for
the performance of economic studies in this paper. The associated load time series are based on
an estimated composition ratio of residential, commercial, and industrial customer load. Publicly
available prototypical residential/commercial building, and industrial facility load time series are
then aggregated to the buses through a heuristic optimization process [155], [156].

The transmission system used in this study is the TX7k network, a system comprised of nearly
7,000 buses geographically sited on the Electric Reliability Council of Texas (ERCOT) footprint
using the same voltage levels as the built ERCOT system, shown in Figure 5.1. An overview of
case information is provided in Table 5.1. This grid has a corresponding synthetic distribution
system [142], the topology of which is leveraged in mapping EV loads to the transmission-level
grid.
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Table 5.1: System Information for TX7k Grid

Attribute Value
Buses 6717

Transmission Voltage Levels 69 kV, 138 kV, 345 kV
Peak Load 80 GW

Generation Capacity 100 GW

Figure 5.2: Charging profiles for 5% and 15% of EV integration

5.1.2 EV Load Modeling

Due to a presently low market penetration of EVs (in Texas in 2021, only 0.24% of vehicles regis-
tered in Texas were EVs [157]), there exists a lack of availability of widespread EV charging data.
Thus, simulations are useful for generating EV charging data. The modeling of EV loads relies
on an underlying transportation network model and traffic flow simulations coupled with charging
behavior models. This modeling process was demonstrated in [144] and is applied in this paper for
the greater Houston region.

A dynamic traffic assignment (DTA) model provides a mesoscopic analysis of traffic flow over a
spatio-temporal resolution. The DTA model uses the transportation network and travel demand
models to generate a trip trajectory and calculates on-road energy consumption of EVs. For a
defined market penetration of EVs, trips are randomly assigned to be EV or non-EV trips. The
vehicle range of those designated to be EVs is assigned based on the proportion of 100-mile, 200-
mile, and 300-mile ranges from EV sales data [158].

Charging behavior was modeled with the goal of creating a realistic EV load profile. This was ac-
complished using a microscopic charging behavior model that accounts for characteristics of daily
travel as well as various levels of anxiety of drivers. Thus, the resulting charging load incorporates
variation based on time-of-day, remaining battery range, and trip characteristics. The outcome of
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Figure 5.3: Load profile for the base case

using this behavior model is a charging load that is higher overnight, reflecting people charging
their vehicles towards the end of the day when their batteries are more depleted after their daily
travel.

The outcome of the EV modeling is a charging load time series at various locations in the synthetic
system. These loads are incorporated to the electric grid model by the procedure developed in [144].
In summary, substation service areas are created using Voronoi polygons around the geographic
location of the substation and the EV charging loads are mapped to the substations serving their
respective locations. The EV charging loads are represented by loads added to buses within the
substations in the electric grid model.

The case studies and results are presented in [147].

5.2 Generation Dispatch and Power Grid Emission Impacts of Transportation Electrifica-
tion

Finally, research was conducted on the impact of electric vehicles (EVs) on generation dispatch
and grid emissions, and is presented in [148]

In recent years, there has been rapid growth in the development and adoption of electric vehicle
(EV) technologies, right from the vehicles themselves to charging infrastructures. A major driver
behind this is the growing push for clean energy, which is offered by EVs with their zero tail-pipe
emissions. However, there may be other sources of emissions attributed to the growing number of
EVs. Specifically, the concern is with the emissions from generators in the bulk power grid that
now to have supply the additional EV load. Hence, an environmental analysis of the benefits of
EVs over internal combustion engine (ICE) vehicles should account for the increase in generator
emissions for charging the EVs compared to the ICE tail-pipe emissions.
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In regards to EV benefits, reference [1] provides a comprehensive review of existing literature on
the economic benefits of EV integration to different energy market players, namely power gener-
ation companies, distribution system operators, EV aggregators, and end users. While economic
benefits are important, environmental benefits are a primary function of EVs and should be evalu-
ated. Though not explicitly discussed in [1], generating unit emissions are often considered as one
of the generator “costs” that problems such as OPF or SCOPF seek to minimize. These emissions
could be minimized with strategic charging strategies such as avoiding charging during peak times,
and taking advantage of high renewable generation output periods.

With this in view, this paper [148] describes the impacts of EVs on generator emissions, considering
different scenarios of EV penetration, charging strategies, generation mix, and wind curtailment.
A synthetic grid representing the footprint of Texas is used as the case study. Hourly EV charging
load for multiple cities in this footprint is considered in hourly SCOPF simulations. This charging
load from on-road EV operation is developed based on a regional-level transportation simulation
and charging behavior simulation, considering different EV penetration levels, congestion levels,
and charging strategies. This EV load is then mapped to the appropriate grid substations leveraging
the geo-mapping method developed in our prior work [2] to map nodes between transportation and
grid networks. The previous paper also provided some preliminary results on grid impacts such
as transformer loading and change in generation dispatch by fuel type due to the inclusion of EV
charging load. The focus there was on a much smaller footprint, i.e. Travis Country, TX and the
grid model used consisted of around 160 buses.

Hence, building on the work of [2], this paper [148] has the the following new contributions:

• Regional, statewide analysis for a comprehensive system study, i.e. modeling the entire
transmission grid to account for realistic generation profiles and flows

• Multi-city EV load analysis

• Wind curtailment modeling in the dispatch problem

• Geographic visualizations of generator emission changes

More information can be found in [148], including the test system used for the analysis, the method-
ology right from calculating the EV load to mapping it to transmission substations, the dispatch and
emission studies, and the results of this process for two different test systems.
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[150] P. Grahn, K. Alvehag, and L. Söder, “Phev utilization model considering type-of-trip and
recharging flexibility,” IEEE Transactions on Smart Grid, vol. 5, no. 1, pp. 139–148, 2014.

[151] Y. Kongjeen and K. Bhumkittipich, “Impact of plug-in electric vehicles integrated into
power distribution system based on voltage-dependent power flow analysis,” Energies,
vol. 11, no. 6, 2018. [Online]. Available: https://www.mdpi.com/1996-1073/11/6/1571

[152] N. O’Connell, Q. Wu, and J. Østergaard, “Efficient determination of distribution tariffs for
the prevention of congestion from ev charging,” in 2012 IEEE Power and Energy Society
General Meeting, 2012, pp. 1–8.

[153] “Electric Grid Test Case Repository”. [Online]. Available: https://electricgrids.engr.tamu.
edu/

[154] T. Xu, A. Birchfield, K. Gegner, K. Shetye, and T. Overbye, “Application of large-scale
synthetic power system models for energy economic studies,” in Hawaii International Con-
ference on System Sciences (HICSS), 2017.

[155] H. Li, J. H. Yeo, A. L. Bornsheuer, and T. J. Overbye, “The creation and validation of load
time series for synthetic electric power systems,” IEEE Transactions on Power Systems,
vol. 36, no. 2, pp. 961–969, 2021.

[156] H. Li, J. H. Yeo, J. L. Wert, and T. J. Overbye, “Steady-state scenario development for
synthetic transmission systems,” in 2020 IEEE Texas Power and Energy Conference (TPEC),
2020, pp. 1–6.

87

https://www.nerc.com/comm/PC/System%20Planning%20Impacts%20from%20Distributed%20Energy%20Re/Mod%20-%20DER_A-ERCOT-SPIDERWG_v1%20-%20Schmall.pdf
https://www.nerc.com/comm/PC/System%20Planning%20Impacts%20from%20Distributed%20Energy%20Re/Mod%20-%20DER_A-ERCOT-SPIDERWG_v1%20-%20Schmall.pdf
https://www.nerc.com/comm/PC/System%20Planning%20Impacts%20from%20Distributed%20Energy%20Re/Mod%20-%20DER_A-ERCOT-SPIDERWG_v1%20-%20Schmall.pdf
https://doi.org/10.1088/1748-9326/abcb38
https://doi.org/10.1088/1748-9326/abcb38
https://www.mdpi.com/1996-1073/11/6/1571
https://electricgrids.engr.tamu.edu/
https://electricgrids.engr.tamu.edu/


[157] Texas Department of Motor Vehicles, 2021 Texas Alternative Fueled Vehicle Report, 2021.
[158] “U.S. Plug-in Electric Vehicle Sales by Model.” [Online]. Available: https://afdc.energy.

gov/data/10567

88

https://afdc.energy.gov/data/10567
https://afdc.energy.gov/data/10567

	Acknowledgements
	Executive Summary
	Table of Contents
	List of Figures
	List of Tables

	1. Introduction
	1.1 The Motivation for the Creation and Utilization of Synthetic Power System Networks
	1.2 Final Report Organization

	2. Task 1: Developing Customized Grids
	2.1 A Large 27,000 Bus Network Example
	2.1.1 Methodology: Creating Synthetic Grid Models
	2.1.2 Case Description and Visualizations for the 27,000 Bus Network

	2.2 Modifications to a MATPOWER Polish Network
	2.2.1 Motivations for the Modifications to the Polish Systems
	2.2.2 Review of Previous Improvements and Uses of the Polish Grids
	2.2.3 Metrics, Comparison and Analysis of the Polish Grid Case
	2.2.4 Summary of Updates to the Polish Network Model

	2.3 A Summary of Techniques for Maintaining Situational Awareness During Large-Scale Electric Grid Simulations
	2.3.1 Situational Awareness While Setting up a Simulation
	2.3.2 Situational Awareness During and After a Simulation

	2.4 Wide-Area Visualization of Electric Transmission Grids using the Delaunay Triangulation
	2.4.1 Power System Visualization Background
	2.4.2 Delaunay Triangulation Visualization Algorithm

	2.5 Overview of Stability Considerations for a Synchronous Interconnection of the North American Eastern and Western Electric Grids

	3. Task 2: Developing Specific Grid Scenarios
	3.1 Developing a Geographically Accurate Synthetic Transmission Grid on the footprint of California
	3.2 Data Sources
	3.2.1 California Electric Infrastructure Geographic Data
	3.2.2 Generation Data
	3.2.3 Load Data
	3.2.4 Transmission Line and Transformer Parameter Data

	3.3 Topology
	3.3.1 Supplementing the network with additional nodes
	3.3.2 Breaking down transmission lines paths
	3.3.3 Resolving Topology Issues
	3.3.4 Substation transformers
	3.3.5 Final Topology

	3.4 Assigning generator, load and renewable energy data
	3.4.1 Assigning data for conventional generators
	3.4.2 Assigning data for renewable generation

	3.5 Assigning Line and Transformer Parameters
	3.5.1 Input data
	3.5.2 Algorithm for Updating Transmission Line Parameters

	3.6 Assigning Reactive Power Support
	3.7 Grid Metrics and Evaluation
	3.8 Using this Synthetic Grid
	3.9 Summary and Conclusion

	4. Task 3: Exploring Decision Making with Uncertainty
	4.1 A Framework for Risk Assessment and Optimal Line Upgrade Selection to Mitigate Wildfire Risk
	4.1.1 Identifying the Optimal Set of Power Lines for Undergrounding
	4.1.2 Assessing Wildfire Risk of Transmission Lines
	4.1.3 Test Case Results

	4.2 Transmission-Distribution Dynamic Co-simulation of Electric Vehicles Providing Grid Frequency Response
	4.2.1 EV Model and Simulation Framework

	4.3 Design Considerations for Operational Power System Simulation Scenarios
	4.4 A study of Cyber-Attack Resilience in a DER-Integrated Synthetic Grid Based on Industry Standards and Practices
	4.4.1 Grid Data
	4.4.2 Case Studies and Results


	5. Task 4: Expanding the Scope of Synthetic Grids for Coupling with Other Infrastructures
	5.1 The Economic and Technical Impacts of Houston’s Electric Vehicles on the Texas TransmissionSystem: A Case Study
	5.1.1 Transmission System Modeling
	5.1.2 EV Load Modeling

	5.2 Generation Dispatch and Power Grid Emission Impacts of Transportation Elecrification 

	References



