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Executive Summary 

Most of the electricity used in North America is supplied by four major interconnects, each 

operating at 60 Hz but asynchronous with each other. These interconnects are the Eastern (EI), the 

Western (WI), Texas (ERCOT), and the Quebec Interconnection. All of these ac networks are 

internally synchronized, and are linked to each other only through dc ties. So far, interconnection 

studies have mainly focused on the economic or resource planning aspects or the use of HVDC for 

transmission expansion and design. A key area of improvement mentioned in these studies has 

been contingency and stability analyses. The feasibility of ac tie connection has been studied less 

frequently, with the need for improved assessments considering automatic generation control 

(AGC) in long-term dynamics identified in literature. System dynamics is a key concern while 

considering operating two large grids synchronously. 

 

With this in view, the overall goal of this project is to consider the dynamic aspects of an ac 

interconnection of the North American Eastern and Western Interconnection (EI and WI) grids. 

However, since much of the information about these actual grids is considered critical energy 

infrastructure information (CEII) and hence its publication is restricted, realistic but fictitious 

synthetic grids are used to demonstrate the methodology. These grids cover the same geographic 

footprints as the real ones, use real generation information since it is publicly available and mimic 

load distribution from census data, but the transmission lines are entirely fictitious.  

 

The methodology involves first overcoming challenges associated with combining actual detailed 

WECC and EI models and second making the actual connections between the synthetic east and 

west systems with ac ties, which collectively form the “Interface”. Challenges include the ability 

to handle very large systems with overlapping bus and area numbers; determining the location, 

number and types of connections needed for reasonable steady state and dynamic performance of 

the combined system; initializing tie flows for studies, etc. Then after assigning appropriate 

impedances and ratings, a few static power flow studies are performed to determine distribution 

of flows across each tie, and estimate the MW transfer capability. The goal of these studies is to 

demonstrate methods to pinpoint the heavier loaded ties and locations where modest upgrades 

could lead to major improvement in transfer capability. 

 

Next, the main part of the project i.e. dynamic assessments of the interconnection involves a wide 

variety of dynamic simulations of the systems. The key limiting characteristic on interconnecting 

the EI and WI is that during generator loss contingencies in the WI, approximately 75 to 80% of 

the lost power will flow through the Interface from east to west. This is due to the governor 

response that takes place uniformly through the interconnect and most of the generation is east of 

the Interface. This issue is fundamental to interconnecting large grids and does require any 

interface joining two such larger grids be able to handle this flow (at least until AGC can respond). 

In particular for the EI and WECC, there need to be more than just a few tielines. For the flow to 

return to pre-contingency values, AGC needs to be modeled in these simulations, which is not a 

common practice. To address this, AGC is implemented and included in our dynamic simulations 

run for several minutes. In the scenarios run both for the real and synthetic interconnections, the 

grids are stable when AGC response is considered.  
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A major challenge associated with these analyses is understanding what is occurring in the large 

scale electric grids, particularly when they could be subject to unusual operating conditions such 

as those associated with a new ac interconnection. This in addition to the large quantity of 

simulation results, especially dynamics with hundreds of thousands of buses, models, states, etc. 

To this end, geographic data views (GDV), which are electric grid display objects whose location 

is dynamically determined from geographic information embedded in an electric grid model, are 

developed and used extensively. Different examples of GDV’s and how they can meaningfully 

convey a large amount of key information are shown.  

 

The studies shown in this report are not meant to be all-encompassing and covering all possible 

conditions and scenarios. Rather, these are preliminary studies performed to illustrate issues 

associated with the interconnection of large-scale grids with an eye towards providing a test system 

for other researchers. These grids i.e. the individual synthetic east and west and their ac 

interconnected versions are available publicly for researchers (electricgrids.tamu.edu) to access 

and run their own scenarios in addition to those shown in this report. This may include, 1) different 

ac tie connections, 2) static and dynamic contingency scenarios, 3) loading conditions, 4) 

renewable generation, 5) time series simulations such as those used in OPFs, and so on. 
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1. Introduction 

1.1 Background and Literature Review 

Most of the electricity used in North America (NA) is supplied by four major interconnects, shown 

in Figure 1.1, with each operating at 60 Hz but asynchronous with each other. These interconnects 

are the Eastern (EI), the Western (WI), Texas (ERCOT), and the Quebec Interconnection. All of 

these ac networks are internally synchronized and are linked to each other only through dc ties. 

However, for several years between 1967 and the early 1970’s the EI and WI were operated as a 

single synchronous system [1], which included 94% of the US generating capacity [2]. This 

interconnection was motivated by the November 1965 Northeast Blackout, which left 30 million 

people without power across eleven US states, and Canada. The interties functioned well at first 

but soon became unstable due to oscillations on the western side and large inadvertent exchanges. 

This led to overloading of transmission facilities, major system breakups, and reduced 

transmission capacity. Interconnecting large grids especially with ac ties is a big challenge that 

needs rigorous assessment and planning. 

 

Figure 1.1  North American Electric Interconnects (Source NERC) 

There have been several studies and implementations around the world of joining large grids with 

dc ties, and some examples with ac ties. In 1991, the continental Europe grid was broken into two 

synchronous grids separating western and central Europe due to political issues, and reconnected 

in 2000 with the emergence of favorable conditions [3]. This was done after extensive steady-state 

and dynamics studies [4]. For further expansion, [5] studied the feasibility of connecting this 

synchronous grid with the Baltic States. This involved creating 

a merged static and dynamic model of the two grids. Some of the issues found in this process were 

the emergence of very low frequency (~ 0.07 Hz) oscillations, as well as transfer 

capability limitations due to local congestion. Reference [6] considered possible scenarios for 

interconnecting Korea and Japan using 765 kV HVAC within the Korean peninsula and 180 kV 

HVDC interconnection between the islands. Results of power flow studies for load increase 
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scenarios for the ac ties and different power injections for dc were shown. The need for, political 

issues with, and advantages of both schemes were discussed. In [7], two candidates were evaluated 

for the future Chinese “super grid”, to enable bulk capacity long distance power transmission, i.e. 

1) the ultra-high-voltage ac (UHVAC) synchronous power grid, 2) 

the extra high-voltage ac (EHVAC) asynchronous super power grid. This paper provided 

qualitative assessments of both schemes considering security, economic, and environmental 

factors based on which the EHVAC asynchronous method was found to be superior, with a caveat 

that additional studies are needed to verify the results. The benefits of the ac connections were 

lower short circuit currents compared to the asynchronous system, while the main disadvantage 

was the susceptibility to cascading failures. 

 

In NA, the more recent as well as previous interconnection studies have mainly focused on the 

economic or resource planning aspects [8], [9] or the use of HVDC for transmission expansion 

and design [10]. These works are part of a larger effort comprising of research and industry 

members that proposed four different high-capacity wide-area transmission infrastructure designs 

to expand the US grid [11]. This study was focused on leveraging dc systems i.e. upgrading the 

existing back-to-back (B2B) dc ties and/or building long HVDC lines or overlays. While this 

included rigorous analyses considering future capacity, carbon policies, etc., a key area of 

improvement mentioned in [11] is performing contingency and stability analyses. The feasibility 

of ac tie connection has been studied less frequently [12], with the need for more up-to-date 

assessments with improved models such as automatic generation control (AGC) modeling in long-

term dynamics, etc. identified in both [12] and [13]. System dynamics is a key concern while 

considering operating two large grids synchronously. 

1.2 Overview of the Problem 

The overall goal of this project is to consider the dynamic aspects of an ac interconnection of actual 

North American Eastern and Western Interconnection grids. However, since much of the 

information about these actual grids is considered critical energy infrastructure information (CEII) 

and hence its publication is restricted, the project also considers the dynamic interconnection of 

two large-scale synthetic grids [14], [15] with further information about all of these grids provided 

later in this report. A more detailed report that contains CEII has been provided to the PSERC 

member company sponsoring this project (i.e., SPP). This report uses the synthetic grids and 

discusses issues such as modeling two different interconnections that use different software 

packages, actual ac connection of the grids at different locations, long-term dynamics and AGC 

modeling, wide-area visualization, etc. PowerWorld Simulator Version 22 is used for all the 

simulation results shown in this report due to its ability to model very large bus numbers, and 

represent the dynamic models of both the EI and WI grids that usually originate from different 

software packages. The report present results of both the actual EI and WI systems interconnected, 

and the synthetic interconnected system. A key reason behind this is to show the impact of system 

loading on dynamics; heavy and light load condition cases were available for the real systems but 

the synthetic US grid used currently reflects peak load conditions only. 

1.3 Report Organization  

The report is organized as follows. Chapter 2 describes a description of the studied electric grids 

and provides some static (power flow and contingency analysis results). Chapter 3 considers the 
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dynamic aspects of the grids. Since understanding the overall behavior of these large-scale systems 

was a key concern, Chapter 4 provides new visualization concepts that were developed, in part, as 

a result of this project. The last chapter provides the conclusions. 
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2. Eastern and Western Electric Grid Networks, Real and Synthetic 

2.1 Real EI and WI Grids Overview 

The project commenced with all the team members signing the necessary NDAs to obtain access 

to the actual power flow and dynamics models associated with the EI and WI grids. Two different 

base case conditions are considered, one representing a heavy loading scenario and one 

representing a light loading scenario. The cases for the WI were obtained from Western Electricity 

Coordinating Council (WECC) in the PowerWorld Simulator power flow and stability model 

*.pwb format while the cases for the EI were obtained from SPP in the Siemens Power 

Technologies International (Siemens PTI) transmission planning and analysis software PSS®E 

format. All of the buses were assigned to substations and the substations were geo-mapped. Since 

these cases had overlapping numbers (e.g., for the buses) the numbers in the WI were modified 

with the bus numbers increased by 2,000,000, and the area and zone numbers increased by 2000. 

An item to note here is that the underlying simulation software should be able to model such large 

bus numbers, which is not the case with all software packages but was not an issue with the 

packaged used here for analysis. The grids were then combined using nine ac connections 

determined jointly with SPP. Collectively this set of tie lines joining the two grids will be known 

as “the Interface.”  Overall, each grid had approximately 110,000 buses with the heavy case having 

about 848 GW of generation and 828 GW of load while the light load case had 419 GW of 

generation and 408 GW of load .  

 

Since all of the grid devices had associated geographic locations, a wide variety of difference 

visualizations were used through the project with many based on the geographic data view (GDV) 

approach of [39] (with further details given in Chapter 4). As an example, Figure 2.1 shows the 

substation generation for the heavy loading scenario with the size of each oval proportional to the 

substation generation and the substations with more generation shaded darker blue. Figure 2.2 

shows a similar display for the light loading scenario, with a difference that now some ovals are 

shaded red to indicate negative generation due to pumped hydro. Figure 2.3 shows a high level 

transmission view of the combined grids with the different colors used to indicate different 

nominal voltage levels (green for above 700 kV, orange for 500 kV, and red for 345 kV). In the 

figure, the substations close to the Interface are highlighted.     
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Figure 2.1 Generation for the Heavy Loading Scenario  

 

Figure 2.2 Generation for the Light Loading Scenario 
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Figure 2.3 Overview Visualization of the Combined Grids 

2.2 Synthetic East and West Grids Introduced 

As mentioned earlier, using realistic synthetic grids allows us to present research results without 

revealing critical energy infrastructure information (CEII). Accordingly, the project uses two 

synthetic grids [14], [15], available at [16], geographically located over the EI and WI footprints. 

The 70,000-bus eastern synthetic grid and the 10,000-bus western case bear no relation to the 

actual grids except that generation and load profiles are similar, based on public data. The 

transmission lines are fictitious. These test systems are meant to reflect heavy load, i.e. peak 

summer conditions. The areas in each of these grids are named in reference to US state names, 

where each area covers the footprint of an entire state or a portion of it (e.g. Chicago Northern 

Illinois). 
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Figure 2.4 Synthetic Western (SW) US Grid Oneline 

 

Figure 2.5 Synthetic Eastern (SE) US Grid Oneline 
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Table 2.1  Synthetic Networks Summary 

Property Synthetic East (SE) Synthetic West (SW) 

# of Buses 70,000 10,000 

# of Gens 10,390 2,485 

# of Loads 38,180 4900 

# of Lines 71,353 9726 

Total Gen (MW) 613,000 15,400 

Total Load (MW) 594,700 151,000 

# of Areas 52 16 

Voltage Levels 

(kV) 

13-24, 69, 100, 115, 138, 

161, 230, 345, 500, 765 

13-24, 115, 138, 161,  

230, 345, 500, 765 

2.3 Synthetic East and West Grids Interconnected 

Naturally, geographic proximity of two buses/substations, one in each system, is one of the main 

factors in deciding the points of interconnection. If they are at the same nominal voltage 

level, they can be connected by jumpers or what are also called zero impedance branches. 

Otherwise, connections can be made with transformers, which would be more expensive. Another 

important aspect of choosing the connection points and locations is the transmission infrastructure 

around it. Assuming that these ac ties are meant to support sizeable 

transactions, the lines immediately connecting these ties to the rest of the SE and SW on each side 

should be able to handle the flows. This would be the minimum cost approach. Else, 

the interconnection plan needs to include rating upgrades or construction plans near the ties. 

 

The number of connection points depends on factors such as the desired MW transfer capacity. 

Having too few lines would prevent maximizing this capability, potentially causing congestion, in 

addition to weakening the connection between two large systems, from both a steady state and 

dynamics perspective. A major motivation, especially relevant in the US is to assess the potential 

for improved generation (mostly renewable) resource utilization, e.g. the benefits of trying to 

connect the wind centers in the middle of the US to the load centers in the West. 

 

Considering all this, seven transmission line and transformer connections were made between SW 

and SE systems, numbered in Figure 2.6:  

1) Glasgow (Montana) to Fort Peck (Montana)  

2) Hardin (Montana) to Colstrip (Montana) 

3) Wheatland (Wyoming) to Scottsbluff (Nebraska) 

4) Peetz (Colorado) to Sidney (Nebraska) 

5) New Raymer (Colorado) to Kimball (Nebraska) 

6) Burlington (Colorado) to Goodland (Kansas) 

7) Lamar (Colorado) to Johnson (Kansas) 

Note that unlike the real EI and WI cases, there were no pre-existing dc ties at their interface or 

added during this study. Using the same notation as was with actual grid model, collectively these 

lines and transformers will also be known as “the Interface.” 
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Figure 2.6 Synthetic Eastern and Western US grids with the Onelines meeting at the Red 

Boundary and the Seven Transmission Lines and Transformers in the Interface Shown in 

Magenta 

A key task then is to assign appropriate impedance values and MVA ratings (i.e. limits) to these 

newly created ties. Zero impedance branches are commonly modeled in the power flow as very 

low reactance branches; this approach was followed here. Ratings were assigned based on those 

of nearby branches, choosing the lower end in case of a large difference for a transformer. 

Table 2.2  AC Ties Summary 

No. From Bus (kV) To Bus (kV) X (p.u.) Lim (MVA) 

1  Glasgow (138) Fort Peck (500) 0.055  600 

2  Hardin (345)  Colstrip (500)  0.06  1200 

3  Wheatland (345)  Scottsbluff (500)  0.07  1400 

4  Peetz (500)  Sidney (500)  0.03  2000 

5  New Raymer (500)  Kimball (500) 0.02 2000 

6  Burlington (500)  Goodland (500) 0.03 2000 

7  Lamar (500)  Johnson (161) 0.04 800 

 
It is expected that such interconnections would be extensively used to assess the transfer capacity 

between two existing system. For such studies, it is important to initialize the flows on these newly 

created ac ties ideally or close to 0 MW. Note that some flows may be unavoidable due to the 

difference in the power sharing among areas and generators on either side due to system-specific 

participation factors. Hence, the focus can or should be on ensuring that the Net MW flows on the 

ac ties is nearly zero. In this particular case, this involved changing the dispatch of certain 

generators on the WI side given that the slack bus generator was in the SE. 
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Table 2.3 AC Ties Initial Flows 

From Name To Name Branch Device 

Type 

MW From 

HARDIN  COLSTRIP  Transformer -196.4 

BURLINGTON  GOODLAND  Line -119.2 

LAMAR  JOHNSON  Transformer -100.5 

NEW RAYMER  KIMBALL  Line 36.1 

PEETZ  SIDNEY  Line 41.4 

GLASGOW FORT PECK  Transformer 57 

WHEATLAND  SCOTTSBLUFF  Transformer 273.6 

Total MW -8.0 

2.4 Interface Flow Characteristics and Capacity 

This part discusses power flow results of the expected flows across the Interface and its potential 

transfer capacity. This involves methods such as power transfer distribution factors (PTDFs) to 

understand flow patterns on the Interface ties, available transfer capability (ATC) calculations 

using dc power flow to find the maximum transfer possible under different scenarios, and 

maximum possible MW transfers in each direction across the Interface considering a full ac power 

flow solution. The goal here is to show the methodology behind estimating the capacity of such 

connections and planning for potential upgrades. 

2.4.1 Power Transfer Distribution Factor Analysis 

PTDFs show the percentage of the transfer that will flow on each element (i.e. a transmission line 

or a transformer branch) for a transaction between a defined source (buyer) and sink (seller). Here, 

the buyers and sellers are on opposite sides of the Interface, so 100% of the transfer goes through 

the Interface. For six transfer scenarios, PTDFs were calculated for the whole system including 

the ac ties using a linearized lossless dc power flow solution. Table 2.4 shows the PTDFs on the 

ties for the six transfer scenarios that are between either 1) two subsystems such as the whole of 

the Synthetic East and West grids, or 2) Areas in each grid. Here NE: Nebraska, CO: Colorado, 

MT: Montana, MN: Minnesota, NM: New Mexico, OK: Oklahoma, SD: South Dakota, ID: Idaho, 

AZ: Arizona, and IL: Illinois.  

 

Table 2.4 and Figure 2.7 show that for a given transfer across the Interface, one can expect a flow 

of at most 25% through any one of the ties, with around 5% on the lower side. In most transfer 

scenarios, a major portion of the flows would occur through the Hardin-Colstrip and the 

Burlington-Goodland ties, i.e. around a fifth to a quarter each, of the total MW transferred. These 

would be followed by the New Raymer-Kimball and the Peetz-Sidney ties. On the other hand, Fort 

Peck is expected to carry at most 6% of any transfer.  
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Table 2.4 PTDF Analysis Results 

  Buyer to Seller, PTDF (%) 

No. PTDF From 

Bus  

PTDF To 

Bus  

Whole 

SE to 

SW 

NE to 

CO 

MT to 

MN 

North 

NM 

to 

OK 

SD to 

ID 

AZ to 

IL 

North 

Avg. 

1  Glasgow Fort Peck  5.88 3.16 8.41 4.56 7.19 5.42 5.77 

2  Hardin  Colstrip  20.95 12.78 38.3 17.07 25.03 19.93 22.34 

3  Wheatland  Scottsbluff  8.4 7.8 11.06 7.67 8.66 7.92 8.58 

4  Peetz  Sidney 13.23 16.94 8.71 15.15 13.05 13.78 13.47 

5  New Raymer  Kimball 17.04 21.5 11.61 18.16 17.77 17.81 17.32 

6  Burlington   Goodland  22.87 26.03 14.89 25.17 19.2 23.35 21.92 

7  Lamar   Johnson  11.63 11.79 7.03 13.22 9.1 11.79 10.76 

 

Figure 2.7 PTDFs of AC Ties for Different Transfer Scenarios 

Such analysis is helpful in showing the expected range of the distribution of flows across the 

Interface, which can potentially indicate locations where transmission system upgrades may be 

needed or prioritized. 

2.4.2 Available Transfer Capability Analysis 

ATC analysis determines the maximum incremental MW transfer possible between two parts of a 

system without violating any specified limits. The transfer limits were calculated in each direction 

i.e. West to East, and East to West. PowerWorld Simulator has three methods for solving ATCs, 
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with the Single Linear Step approach being the most common. This method of ATC analysis uses 

sensitivities about the present system state. These sensitivities are embodied in the PTDF and Line 

Outage Distribution Factor (LODF) calculations.  

 

For example, for a transmission line with a limit of 10 MW, present loading of 5 MW and a PTDF 

of 10%. The estimated maximum transfer without overloading the line is,  

Transfer Limitation = (Limit – Present Loading) / PTDF = (10 – 5) / 0.1 = 50 MW 

 

When including contingency analysis, the OTDF (Outage Transfer Distribution Factor) and 

linearized estimates of post-contingency flows are used to determine the Transfer Limitation. 

 Transfer Limitation = (Limit – Post-Contingency Loading) / OTDF 

 

For the base case (i.e. with no contingencies), the first limiting element of the Interface is 

encountered at a transfer value of 4800 MW for the East to West direction, and at 6600 MW in the 

West to East direction. This happens to be the Hardin-Colstrip tie of the Interface, which 

corroborates the PTDF results. When non-Interface limiting elements are considered, these values 

are lower with 1800 MW for East to West and 2000 MW for West to East transfers, with the same 

few limiting elements resulting for multiple transfer scenarios. This is indicative of the potential 

for major improvements in transfer capacity with a few modest changes or rating upgrades. 

 

When N-1 contingencies are applied, the first limiting element of the Interface is Lamar-Johnson 

at a 5000 MW West-East transfer across the Interface. For East-West transfers, the transfer limit 

is around 3500 MW with Hardin-Colstrip and Lamar-Johnson reaching their limits. 

 

Note that these results are for a dc analysis, which ignores reactive power. The next subsection 

briefly discusses transfers with the full ac power flow considered. 

2.4.3 MW Transfers with AC Power Flow 

So far, dc power flow or linearized methods were used to estimate maximum possible transfers. 

Here we use a full ac power flow solution with different transfers across the interface and identify 

each transfer limit (i.e. transfer value until which a power flow solution is obtained). For simplicity, 

areas are chosen arbitrarily in the East and West to set up MW transactions. The transfer limit in 

this case is around 2300 MW East to West (OK to CO transfer) and 2500 MW West to East (WY 

to NE transfer). These values correspond well with the transfer capacity estimated for the real EI-

WI interconnection studied in this project. 
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3. Dynamics 

3.1 Introduction 

The main part of the project has been setting up and performing the dynamic simulations. Electric 

grid time-domain simulations can be divided based upon the time scale of the underlying 

dynamics, with [17] presenting four groups starting with wave phenomena (with a time scale of 

less than a microsecond) and going out to thermodynamics (ranging up to many hours). The time-

domain simulations considered here will be in the middle of this range, a scale in which the electric 

grid is modeled using a phasor representation. As noted [18] and [17], this considers aspects of 

rotor angle stability, voltage stability, frequency stability, and to some extent converter-driven 

stability. The integration step size used was ½ electrical cycle (8.333 ms), through the use of 

multirate methods [19], [20] allows for accurate modeling of the much faster models associated 

with devices such as exciters, loads and some renewable generators.  

While historically such studies were known as transient stability simulations [21], here we will use 

the generic term “dynamic simulations”. As is common, the simulations are initialized from a 

power flow solution, and then a contingency scenario is applied to the grid and the goal is to 

determine the time-domain response. The simulations considered here are assumed to have a fixed 

duration ranging from seconds to four or six minutes.  

 

This section present results from the actual EI and WI system in overview form, and more detailed 

results for the synthetic grid. One of the challenges of this project had been dealing with the sheer 

magnitude of the size and complexity of the grids, and the amount of data that could be produced 

during a dynamic simulation. For the actual system, the model contained about 110,000 buses, 

13,700 generators, 246 different types of dynamics models, more than 61,000 dynamic model 

instances, and more than 200,000 differential equations. One of the reasons for the larger number 

of dynamic model types was due to the original dynamics data coming from the WECC sometimes 

using slightly different models than those used in the EI (e.g., two different types of EXST1 

exciters needed to be modeled). The situation was somewhat simplified for the synthetic grid, 

which has 80,000 buses, 25 different types of dynamics models, 60,000 dynamic model instances 

and 237,000 differential equations. Determining how to best present this information to the user 

has been a part of this project and is presented partially in Chapter 4 and more completely in two 

recently submitted publications [22], [23].  

3.2 Actual Electric Grid Results Summary 

For this project, a wide variety of different dynamic simulations have been run on both the heavy 

and light load scenarios. The key limiting characteristic on interconnecting the EI and WI is during 

generator loss contingencies in the WI, approximately 75 to 80% of the lost power will flow 

through the Interface from east to west since the governor response takes place uniformly through 

the interconnect and most of the generation is east of the Interface. During generator contingencies 

in the east approximately, 20 to 25% of the lost power does flow through the Interface from west 

to east, but since the percentage is substantially smaller, this is viewed as a much less severe 

constraint. As an example, Figure 3.1 shows the dynamic variation in the Interface MW flow for 

the loss of 2700 MW of generation in the WI with positive flow in the figure from east to west. As 

can be seen in the figure, the power across the Interface changes from a pre-contingent value of 

150 MW to around 2600 MW, and seems to settle around 2200 MW. That is, a total of nearly 2100 
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MW flows on the Interface from east to west to make up for the 2700 MW outage in the WI. Thus 

the interface flow is about 80% of the generation lost. This governor response flow issue is 

fundamental to interconnecting large grids and does require any interface joining two such larger 

grids be able to handle this flow (at least until AGC can respond). In particular for the EI and 

WECC, there neeeds to be sufficient tieline capacity to handle the required most severe singl 

contingency (MSSC).     

 

Figure 3.1 MW Flows on the EI-WI Interface  

One key difference in the WECC frequency response for WECC generator loss contingencies is 

there is substantially less frequency drop, at least after the first two seconds. As an example, Figure 

3.2 compares the frequency variation at three WECC buses for a generator loss contingency with 

the thin lines showing the response with the WECC operating as it is today (i.e., separated) and 

the thick lines showing the response with the combined system. The reason for this is, of course, 

because as shown in Figure 3.1, lots of makeup power will quickly flow from the EI across the 

Interface into the WECC. From an EI perspective, there was very little additional frequency impact 

either from WECC contingencies or EI contingencies. Figure 3.3 shows the frequency variation 

for the 43,400 substations with the left figure showing the frequencies in the EI and the right one 

those in the WECC.  
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Figure 3.2 WECC Bus Frequencies as Thin (Thick) Lines for Separate (Combined) Systems 

 

Figure 3.3 Frequency Variation at All Substations for a WECC Generator Loss Contingency 

3.3 Long-term AGC Modeling 

As has been noted, following any disturbance about 75% to 80% of the governor response will 

occur in the EI, with the flow increasing from east to west across the Interface if the contingency 

is generation loss in the WECC and the opposite direction for generation loss in the EI. By 

themselves, the governors do not restore the system frequency to its setpoint value; rather this is 

done by the automatic generation control (AGC) utilizing the balancing authority area control error 

(ACE) signal. The ACE has a frequency component, 

 𝐴𝐶𝐸 = 𝑃𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑃𝑠𝑐ℎ𝑒𝑑 − 10𝛽(𝑓𝑟𝑒𝑞𝑎𝑐𝑡 − 𝑓𝑟𝑒𝑞𝑠𝑐ℎ𝑒𝑑) (3.1) 
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where 𝛽 is the frequency bias; it has a negative sign, units of MW/0.1 Hz and is about 1% of the 

peak load/ generation. 

 

This AGC response usually takes place on the order of minutes, so it has not traditionally been 

included in standard transient stability level dynamic simulations. However, for this project we did 

want to get a feel for how the combined system would perform for longer-term simulations. Since 

the used simulation software does provide some support for AGC modeling, this response was 

included in some of our studies. This was setup by defining all areas as being on AGC control, 

assigning to each a 𝛽 value, a frequency measurement bus, an ACE MW deadband and a set of 

scheduled transactions. For each area, the unspecified transactions were modified so the starting 

ACE for each area is zero. In addition, each generator also needs an AGC controller. The AGC 

controller has a MW minimum and maximum value, and a participation factor. Given that this 

information is not available, defaults were used in the initial studies (min/max values from the 

power flow, and its participation factor proportional to is maximum MW value). Then during the 

simulation, the area ACE is calculated, with the ACE error sent to the generator AGC controllers, 

with the desired MW control change proportional to its participation factor. This error is then used 

to change the governor setpoint values.  

 

For the simulation presented here, the contingency is again a loss of generation in the WECC. 

Initially, as before, the change in the generation is handled by the governor response. But then in 

these extended simulations bilateral transactions are implemented between the area that lost the 

generation and other nearby areas, with the transactions ramping up over a specified time period. 

For the initial AGC simulations, which ran for four minutes with the transactions starting at 30 

seconds and ramping over two minutes, using the standard integration step size of ½ electrical 

cycle, a 0.08 Hz oscillation was observed. This was concerning since low frequency oscillations 

with a similar frequency had been reported with large-scale interconnection studies in Europe [5]. 

An example of the impact of this oscillation on the Interface flow is shown in Figure 3.4. However, 

using the modal analysis techniques from [24] and [25], the source of this oscillation was quickly 

determined to be from a single large unit more than a 1000 miles from the interface with what 

appears to be incorrectly tuned governor PID values. The oscillation was removed when this single 

generator was taken off of AGC control, with the results shown in Figure 3.5 (with the transactions 

now starting at one minute and ramping over four minutes). The conclusion, at least for this 

scenario, is the interconnected grids are stable even when AGC response is considered.  
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Figure 3.4 Initial AGC Response Simulation with a 0.08 Hz Oscillation 

 

Figure 3.5 Modified System AGC Response  

3.4 Synthetic Grid Simulation Results  

As noted at the beginning of this chapter, for this project a synthetic 80,000 bus synthetic grid was 

setup and preliminary studies performed to illustrate issues associated with the interconnection of 

large-scale grids with an eye towards providing a test system for other researchers. The oneline for 

the system is shown in Figure 2.6, but much more importantly, the full system model is available 

at [16]. Of course with access to the model itself researchers are free to explore any number of 

contingencies or modifications to the number of tielines, with a rather severe contingency of the 
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outage of 4200 MW of generation (located at buses 2040843, 2040844 and 2040845) used for 

illustration here. As was the case in the previous section AGC response is also modeled with 

bilateral area transaction ramping. For simulation and display convenience these transactions were 

setup to start faster than would actually occur (here at a simulation time of 30 seconds) and ramp 

faster (here with ramping between 30 and 90 seconds). The total simulation ran for 120 seconds.  

 

There is a wide variety of different ways to present results with this section giving some illustrations 

with additional results available in [23]. The first three figures (from Figure 3.6 to Figure 3.8) show 

the Interface MW flow (of course now for the synthetic grid) and the voltage frequency and 

magnitude response at ten selected buses (picked from throughout the West) for the first 30 seconds 

of the simulation. The next four figures (from Figure 3.9 to Figure 3.12) show the response of the 

Interface MW and the selected buses over the whole two-minute simulation. Just based on this small 

sampling of results the simulation appears to be stable.       

 

 

Figure 3.6 Interface Flow MW (West to East Positive) Over 30 Seconds 
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Figure 3.7 Frequency Response at Ten Buses in the West Over 30 Seconds 

 

Figure 3.8 Voltage Magnitude Response at Ten Buses in the West Over 30 Seconds 
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Figure 3.9 Interface Flow MW (West to East Positive) Over 120 Seconds 

 

 

Figure 3.10 Frequency Response at Ten Buses in the West Over 120 Seconds 
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Figure 3.11 Voltage Magnitude Response at Ten Buses in the West Over 120 Seconds 

 

 

Figure 3.12 Voltage Magnitude Deviation at Ten Buses in the West Over 120 Seconds 

Plotting the response of only a few variables provides limited understanding of the overall system 

response. In order to understand the full system response these graphs need to be supplemented 

with other techniques. One approach would be to plot all of the signals of a particular type. 

Graphing all of the 80,000 bus frequencies in Figure 3.13 and all of the voltage magnitudes in 
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Figure 3.14 provides a better understanding of the overall system response to the event. While the 

individual signals cannot be determined from such figures, they do provide the overall envelop of 

the response. This example demonstrates that all frequencies settle back to 60 Hz with the AGC 

response, the voltage magnitudes settle back close to their original values for the generator 

contingency, and there is a part of the system in which the voltage recovers slowly.   

 

An approach to visualize the spatial variation in system quantities such as voltage magnitude 

deviation at a particular time would be to use a contour [34]. This is illustrated in Figure 3.15 in 

which a red/blue contour is used to show the voltage magnitude variation at ten seconds. The 

contour can be combined with other objects such as GDVs. Here the GDV summary objects 

(described in more detail in Chapter 4) are super-imposed on the contour with the yellow/magenta 

rectangles showing the change in MW generation in different parts of the system in response to 

the contingency and the black GDV summary flow arrows showing the change in MW flow on the 

transmission grid. 

 

Figure 3.13 Frequency Response at All 80,000 Buses  
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Figure 3.14 Voltage Magnitude Deviation at All 80,000 Buses 

 

Figure 3.15 Visualization of System at Ten Seconds Using Voltage Contour and GDV Summary 

Objects 



24 

4. Geographic Data Views for Wide-Area Visualization 

4.1 Introduction  

A major challenge associated with this project has been understanding what is occurring in the 

large scale electric grids, particularly when they could be subject to unusual operating conditions 

such as those associated with a new ac interconnection. This chapter is a summary of the use of 

geographic data views (GDVs) submitted for publication in [22]. In short, GDVs are electric grid 

display objects whose location is dynamically determined from geographic information embedded 

in an electric grid model. The 82,000 bus synthetic electric grid (now including Texas) is used here 

to show how GDVs can help provide wide area understanding of values such as generator outputs, 

switched shunt values, voltages, and transmission line flows. 

 

The term situational awareness (also called situation awareness) (SA) was popularized in the 

electric grid literature as a result of its prominence in the North American August 14, 2003 

Blackout final report [26]. As defined in [27] and discussed in [28], SA is intuitively “knowing 

what’s going on” and, more formally, as “the perception of the elements in the environment within 

a volume of time and space, the comprehension of their meaning and the projection of their status 

in the near future.”  In the blackout report, lack of SA was one of the four causes of the event. The 

term in now widely used in electric grid operations and has been the subject of a variety of papers 

including [29], [30], and [31]. 

 

Associated with wide-area electric grids, the concept of “knowing what’s going on” doesn’t just 

apply to operations, but rather the large number of engineering studies that are used to ultimately 

support the actual operations. These include many different studies and simulations done by many 

different groups including the real-time support engineers, power marketers and traders, long-term 

planners, and ultimately the researchers developing new algorithms and techniques. The concept 

of SA was originally introduced for dynamic systems, it has long been used in static situations as 

well, including the military [32]. The focus here is on techniques applied to larger scale systems 

to help people maintain SA during electric grid engineering studies such as power flow, 

contingency analysis, and time-domain simulations. 

 

The power flow is certainly one of the most widely used electric grid analysis tools, and 

maintaining SA during a power flow study is straightforward if the system is small. However, with 

electric grid models often having tens of thousands of buses, as is the case here, it can sometimes 

become difficult to fully comprehend study results. This is not just due to the model size but also 

its complexity. The quantities of interest can get quite long, including the bus voltage magnitudes 

and angles, line flows, generator real and reactive power outputs, changes in automatic controls 

such as switched shunts and transformer LTC or phase positions, and sometimes other values such 

as those associated with geomagnetic disturbance studies (GMDs) [33]. The variables of interest 

expand further when the results include sensitivities or the study includes contingency analysis, 

OPF, security-constrained OPF, or time-domain simulations.  

 

Over the years, several different information management and visualization techniques have been 

developed to help engineers maintain SA during such studies. These include onelines, tabular 

displays, intelligent alarming, 3D displays and color contouring [34], [35], [36], [37] and [38]. 
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This chapter presents new developments in the use of geographic data views (GDVs) for wide-

area electric grid visualizations. 

4.2 Geographic Data Views 

The purpose of GDVs, which were first presented in [39] and [40], is to provide a fast and flexible 

way to show large amounts of geographically-based information for larger-scale electric grids. 

GDVs use geographic information embedded in an electric grid model to draw symbols on a 

display with the symbol’s appearance dynamically determined by the electric grid model object 

values. Hence, a key requirement for the GDV approach is that at least some of the electric grid 

components have geographic coordinates such as the latitude and longitude of the substations.  

 

Geographically based information exists for real electric grids though historically it was often not 

included in the transmission system models used for power flow analysis. This is now rapidly 

changing, partially because this information is now required (at least in North America) for GMD 

risk analysis studies, and partially because of the now widespread availability of the grid 

information in geographic information systems. Geographically-based large scale synthetic 

electric grids are also now available with substation latitudes and longitudes [41], [42] containing 

dynamic model parameters needed for time domain simulations [15].  

 

Often, wide-area transmission grid visualization is done using either a fully geographic approach 

(e.g., as done with Google Maps) or in a pseudo-geographic approach in which the geographic 

locations are only approximate (such as in an electric utility control room map board display). The 

advantage of the fully geographic approach is it allows easily coupling with other geographic 

information, such as weather. A disadvantage is that the grid equipment itself has a very small 

geographic footprint and often can be densely packed in areas such as urban centers. The pseudo–

geographic approach sacrifices some geographic exactness for display clarity.  

 

This chapter demonstrates the use of GDVs using the 82,000 (82K) bus synthetic grid covering 

the Conterminous (Contiguous) U.S. The 82K grid has the buses mapped into 41,012 electric 

substations, with geographic coordinates provided for each substation; it has 104,125 transmission 

lines and transformers (branches). In addition, the grid is divided into areas, with 76 areas for the 

82K bus model.  

 

The oneline for this grid is in Figure 4.1 with the line color on the display used to show the 

transmission line’s nominal voltage (blue for HVDC, green for 765 kV, orange 500 kV, red 345 

kV, purple 230 kV, and black for lower voltages). The green flow arrows superimposed on the 

branches to show the direction and magnitude of the real power flow. While such onelines can 

certainly be helpful for electric grid study SA (with example useful techniques given in [43]), SA 

can be enhanced through the use of GDVs. 

 

The GDVs symbol’s initial display location is usually determined by geographic information from 

the object associated with the GDV. For some objects, this information is directly available, such 

as the location of a generator or substation. For others, such as an electrical area that is defined as 

a set of buses, its location needs to be derived (e.g., an area’s location is the average of the location 

of its component buses). These initial locations might then be modified for display clarity.  



26 

 

Figure 4.1  82,000 Bus System Oneline 

The GDV symbol display attributes are then dependent upon one or more field values from the 

linked electric grid object. Common display attributes include the symbol’s size, fill color, border 

thickness, and border colors. The field values can be almost anything, with real power output being 

one example. Figure 4.2 shows an example of the use of GDVs to show the 76 areas from the 82K 

grid, with the size of each proportional to the area’s total generation, and the color dependent upon 

whether the area is exporting (red) or importing (blue) power.  

 

 

Figure 4.2  82,000 Bus System Area GDVs 

During a power flow solution people usually know the changes that they explicitly made. The SA 

challenge is to understand the response of the sometime quite involved automatic controls, 
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including the changes in the generator real and reactive power outputs, the switched shunts, or area 

interchange (Figure 4.2). Other values that could be shown using GDVs include the LTC 

transformer tap changes or phase angle regulator changes. However, this is not to imply that all 

important values are best illustrated using GDVs. As noted earlier, regular onelines and tabular 

displays are important and often best for showing essential system-wide SA values such as total 

island load, generation and its slack bus output. Another important SA quantity, the per unit voltage 

magnitudes, could be shown using color contours [34].  

 

While the concept of GDVs is general, before moving on it will be useful to present several 

particulars to our implementation and associated user interface (UI) that can be helpful from an 

SA persepctive. First, all of the GDVs are linked to their associated electric grid objects with the 

UI making it easy to get additional information about the object such as its dialog. Second, all of 

the GDVs are grouped into styles with the UI also making it easy to view the GDV’s style dialog. 

The style defines all of the GDV attributes, such as what object values (e.g., MW) to map to what 

display attributes (e.g., display size or color). While a linear mapping is common, the actual 

implementation supports piece-wise linear mappings. The ability to quickly access the style 

provides several advantages such as a user being able to see the mapping used and, if desired, 

change it. Multiple styles can be used on a single display, though for clarity all the examples here 

only use a single style. Third, in the UI the GDVs can have up to three display lines, making it 

easy to show its ID and sometimes numeric field values.  

 

Fourth, the UI makes it quite easy to create the GDV displays. For example, using predefined 

backgrounds the figures shown here can each be created in just a few minutes. Fifth, while the 

GDVs are automatically placed on the displays using embedded geographic information, they can 

be manually repositioned such as to avoid overlaps. Sixth, while simple to create, the GDV 

displays can be stored to allow them to be used repeatedly. Seventh, in the approach implemented 

here the GDVs can be used to show either actual power system values, or differences between two 

solutions. Example usages include comparing the changes due to a power flow or OPF solution, 

or showing how quantities varied during a time-domain simulation. Last, the UI used here has been 

developed to allow GDV use with a large variety of different object types. For example, in a recent 

large system study we needed to gain better SA associated with a large number of contingencies 

and associated remedial action schemes (RASs) [44]. Since both could be placed geographically 

(by averaging the coordinates of their component objects) we were able to used GDVs quite 

effectively.  

 

However, GDVs do have a potential shortcoming related to the their use of display space. As is 

readily apparent, overlap can be a problem. For some object types, such as generators, multiple 

objects may be at the same geographic location. Even when the locations are different because of 

how the grid is structured often with a large number of devices in small geographic regions (e.g., 

urban areas) significant overlap can occur. There is an inherent tradeoff between the GDV’s 

display size and this degree of overlaps. The next two sections provide some techniques for dealing 

with this issue. 
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4.3 Use of Layout Algorithms 

GDV display placement involves a tradeoff between display clarity and geographic accuracy. As 

noted in the beginning of the previous section, the use of a pseudo-graphic approach, in which the 

display space itself it not strictly geographic, is one solution. The alternative is to keep the display 

itself geographic, but to be more approximate in the GDVs actual placement. Two such approaches 

are presented in [45] and [46]. With the Pseudo Geographic Mosaic Displays (PGMD) the display 

design goal changes from geographic accuracy to full utilization of the display (screen) space but 

with only an approximate geographic precision. As with the other GDV displays, all the GDVs are 

linked to their associated objects making it easy to get more detailed information and/or do control.  

 

An alternative is to utilize a force-directed graph drawing algorithm to move the objects apart, 

sacrificing some geographic accuracy for improved display clarity. Force-directed algorithms are 

common in many domains, with the concept initially presented in [47] and some recent electric 

grid applications in [48], [49], and [50]. The idea is to better layout the display objects by assuming 

each is subject to repulsive forces, pushing it away from its neighbors and attractive forces pushing 

it towards other objects or a fixed point. Then an iteration is run until an equilibrium is achieved.  

 

Over the years, a number of different repulsive and attractive force functions have been proposed, 

with a Coulomb repulsive function common in which the force decreases with the square of the 

distance, and a Hooke attractive function that mimics the linear force of an ideal spring. These 

functions are used here, with the Coulomb “charge” of each GDV proportional to its area, resulting 

in the larger GDVs getting more display space. Given that each GDV has a geographic location, 

similar to [50] the attractive force is anchored there. In addition, a static friction force is applied if 

the GDV is at this location, causing a tendency for it to stay put. For objects at the same location, 

separate initial perturbations are applied to separate them. Normalized scaling values are also 

provided on each force to allow the display’s appearance to be easily customized.  

 

Key to implementing this algorithm on larger displays is to reduce the otherwise O(n2) 

computation associated with computing the repulsive forces. By taking advantage of the typical 

electric grid structure of GDVs distributed fairly uniformly across the display and that the 

Coulomb force decreases with the square of the distance the computation can be reduced 

substantially by just including in the calculation those GDVs within a given radius. Various 

heuristics can be used to determine this radius, but a value that gave reasonable results was four to 

six times the width of the largest GDV. The set of neighbors within this distance for each GDV 

can be determined with O(n log n) computation by setting up a k-d tree data structure. Optionally, 

the number of total neighbors could also be limited recognizing that the GDV densities could vary 

across a grid.  

 

To demonstrate that this algorithm works on large systems, Figure 4.3 shows an initial display 

from the 82K grid with 4055 GDVs for substations with non-zero generation. The color of each 

GDV is shaded based on its percentage reactive power output. Figure 4.4 shows the display after 

application of the force-directed layout algorithm with boundary enforcement. Overall, the 

algorithm took about 12 seconds with an average of 119 neighbors per GDV considered for the 

Coulomb forces. While admittedly the individual substations are difficult to see in these small 

figures, on a computer screen with support for zooming and panning it is relatively easy to use the 

display to get a good feel for what is going on with respect to the overall generator reactive power 
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outputs. Both figures use a selective color mapping in which only reactive power loadings above 

80% of the maximum limit are shaded red and those below 80% of the minimum limit are shaded 

blue. This can enhance SA by making these outliers standout by taking advantage of pre-attentive 

processing [51]. One takeaway from Figure 4.4 is that the associated power flow has an unrealistic 

number of generators operating with low power factors.  

 

Figure 4.3  82,000 Bus Grid Substation GDVs 

 

Figure 4.4  82,000 Bus Substation GDVs with Layout 
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4.4 GDV Summary Objects 

However even with layout sometimes there are just too many GDVs to effectively display. In such 

situations the use of GDV summary objects can be helpful. These GDVs may be derived from 

summary objects already existing in the electric grid model, such as the areas shown in Figure 4.2, 

or may be dynamically determined. One quick approach is to just group the electric grid objects 

geographically and show the summary GDVs based upon an xy grid covering the entire system 

footprint. Such summaries could be used with actual values or with the previously mentioned 

differences between solutions. As an example, Figure 4.5 uses a 25 by 15 grid of GDV summary 

objects to show the change in the generation during a time-domain study on the 82K bus system. 

The initial contingency is the loss of about 2800 MW of generation in the Southwest U.S and the 

60 Hz system response is integrated using a ¼ cycle time step. The size of each GDV is 

proportional to the change in generation while its fill color is set to red where generation is lost, 

and blue where it is increased. The figure shows data for four seconds after the contingency. This 

use of the GDVs summaries allows the system generator change pattern to be quickly determined.  

 

Figure 4.5  82K System Generation Summary Objects using a 25 by 15 Grid 

This concept can be extended to show the overall flow pattern of electricity in a grid. The challenge 

with summarizing branch flows for large systems is just the sheer number of branches (e.g., Figure 

4.1). Techniques such as using flow arrows [43] changing the thickness of the individual lines on 

the oneline [52] can be used for smaller systems, but have difficulty in scaling to extremely large 

systems. A newer technique from [53] visualizes electric grid flows as a vector field can be scaled 

to larger systems. Complementing these approaches, GDV flow summary objects can be defined 

using the same xy grid approach as the regular summary object. Each of these flow objects can be 

configured to show the flow entering or exiting the summary object in the four different directions 

associated with the underlying grid. The amount of flow can be visualized by changing the 

thickness of the line’s joining the neighboring flow objects and/or its color; arrows are 

superimposed on the lines to show the direction of flow. Figure 4.6 shows an example for the 82K 

system in which the system is partitioned into a 16 by 8 grid. At each grid location, a regular GDV 
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summary object is also added, showing the net real power injection (with yellow for generation, 

magenta for load).  

 

Figure 4.6  82K Substation Flow Visualization with Aggregate Line Flows (16 by 8 Grid) 

In calculating the summary flow, the impact of lines that both terminate in the summary location 

and pass through the location without terminating (such as a longer high voltage line) are 

considered. As with all GDVs, the objects can visualize either actual values or the difference in 

flows from some base case. Given the aggregate nature of these summaries, the inclusion of a 

geographic background might be less useful, Figure 4.7 shows the Figure 4.6 results except 1) the 

xy grid size is increased to 28 by 16, 2) the background and injection symbols are removed, and 

3) the color scale was changed. Such displays could be most useful in allowing for quick 

comparisons of different operating conditions.    

 

Figure 4.7  82K Substation Flow Visualization with Aggregate Line Flows (28 by 16 Grid) 
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5. Concluding Remarks 

This project aimed to highlight the key issues that may need to be considered in assessing the ac 

interconnection of the North American Eastern and Western Interconnection grids, with a focus 

on the dynamic aspects. To protect confidential information about the real grids, realistic but 

fictitious synthetic grids were used to demonstrate the methodology. These grids cover the same 

geographic footprints as the real ones, use real generation information as it is publicly available 

and mimic load distribution from census data, but the transmission lines are entirely fictitious.  

 

The methodology involved first overcoming challenges associated with combining actual detailed 

WECC and EI models and second making the actual connections between the east and west 

systems with ac ties. These include the ability to handle very large systems with overlapping bus 

and area numbers; determining the location, number and types of connections needed for a 

reasonable steady state and dynamic performance of the combined system; initializing tie flows 

for studies, etc. Then after assigning appropriate impedances and ratings, a few static power flow 

studies are performed to determine distribution of flows across each tie, and estimate the MW 

transfer capability. The goal of these studies is to demonstrate methods to pinpoint the heavier 

loaded ties and locations where modest upgrades could lead to major improvement in transfer 

capability. 

 

Next, the main part of the project i.e. dynamic assessments of the interconnection involved a wide 

variety of dynamic simulations of the systems. The key limiting characteristic on interconnecting 

the EI and WI is that during generator loss contingencies in the WI, approximately 75 to 80% of 

the lost power will flow through the Interface from east to west. This is due to the governor 

response that takes place uniformly through the interconnect and most of the generation is east of 

the Interface. This issue is fundamental to interconnecting large grids and does require any 

interface joining two such larger grids be able to handle this flow (at least until AGC can respond). 

In particular for the EI and WECC, there need to be more than just a few tielines. For the flow to 

return to pre-contingency values, AGC needs to be modeled in these simulations, which is not a 

common practice. To address this, AGC was implemented and included in our dynamic 

simulations run for several minutes. In the scenarios run both for the real and synthetic 

interconnections, the grids were stable when AGC response was considered.  

 

A major challenge associated with these analyses was understanding what is occurring in the large 

scale electric grids, particularly when they could be subject to unusual operating conditions such 

as those associated with a new ac interconnection. This in addition to the large quantity of 

simulation results, especially dynamics with hundreds of thousands of buses, models, states, etc. 

To this end, geographic data views (GDV), which are electric grid display objects whose location 

is dynamically determined from geographic information embedded in an electric grid model, were 

developed and used extensively. Different examples of GDV’s and how they can meaningfully 

convey a large amount of key information were shown.  

 

The studies shown in this report are not meant to be all-encompassing and covering all possible 

conditions and scenarios. Rather, these are preliminary studies performed to illustrate issues 

associated with the interconnection of large-scale grids, with an eye towards providing a test 

system for other researchers. These grids i.e. the individual synthetic east and west and their ac 
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interconnected versions are available publicly for researchers to access and run their own scenarios 

in addition to those shown in this report. This may include, 1) different ac tie connections, 2) static 

and dynamic contingency scenarios, 3) loading conditions, 4) renewable generation, 5) time series 

simulations such as those used in OPFs, and so on. 
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