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Executive Summary 

High Voltage DC (HVDC) transmission is a long-standing technology with many installations 

around the world. Over the past few years, significant breakthroughs in the Voltage-Sourced 

Converter (VSC) technology along with their attractive features have made the HVDC 

technology even more promising in providing enhanced reliability and functionality and 

reducing cost and power losses. Concomitantly, significant changes in generation, transmission, 

and loads such as (i) integration and tapping renewable energy generation in remote areas, (ii) 

need for relocation or bypassing older conventional and/or nuclear power plants, (iii) increasing 

transmission capacity, and (iv) urbanization and the need to feed the large cities have emerged. 

These new trends have called for Multi-Terminal DC (MTDC) systems, which when embedded 

inside the AC grid, can enhance stability, reliability, and efficiency of the present power grid. 

Amid the optimism surrounding the MTDC grids, the following fundamental research questions 

must be addressed (i) what control strategies are required to operate the MTDC converter 

stations, (ii) how will the MTDC grid interact with its surrounding AC system and what kind of 

services (e.g., frequency support and power oscillation damping) can it provide, (iii) how can DC 

faults be detected, identified, and cleared. To this end, a multi-pronged research effort is 

proposed: (i) Development of suitable dynamic models of the MTDC systems, which can be 

efficiently solved together with the AC systems; (ii) Design of advanced control strategies 

enabling the MTDC systems to support the resulting hybrid AC/DC systems; and (iii) 

Development of strategies for DC fault detection, identification, and protection of MTDC 

systems.  

 

Part I – 1. Backup Protection of Multi-Terminal HVDC Grids Based on Quickest Change 

Detection 

 

Amid the optimism surrounding the benefits of MTDC grids, their protection against DC-side 

faults remains one of their major technical challenges. MTDC grid protection is far more 

difficult than AC grids as DC fault phenomenon is more complex. The protection philosophy of 

the MTDC grids, nevertheless, is similar to the AC counterparts in the sense that both primary 

and backup protection schemes are required. In case the primary protection fails to act properly, 

backup protection should trip as quickly as possible to minimize the loss of power in-feed. In this 

part, a new backup protection algorithm based on quickest change detection (QCD) method is 

proposed for MTDC grids. In backup protection settings, the signals from voltage measurements 

are observed by a decision maker, which monitors any abrupt change in the voltage distribution 

using sequential measurements. The objective is to detect the change as fast as possible subject 

to a constraint on the false alarm rate. With sequentially monitoring of signals, the QCD method 

proposed here is able to quickly trip the breakers under noisy signals with a negligible 

computation effort. The method is applicable to general N-terminal MTDC grids. 

 

Part I – 2. Reducing the Fault Transient Magnitudes in Multi-terminal HVDC Grids by 

Sequential Tripping of Hybrid Circuit Breaker Modules 

 

Proper protection of the MTDC grids necessitates the DC circuit breakers (CBs) to selectively 

and quickly isolate any faulty line without interrupting the entire system. Among the proposed 

DC CBs, the hybrid solid-state one is the most promising option as its breaking time is in the 
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order of a few milliseconds while its conduction losses during normal operation are quite low. To 

speed up the operation of hybrid DC CB and attenuate over-currents and over-voltages, a 

sequential switching strategy is proposed in this part. This switching strategy enables a step-by-

step tripping of breaker modules even before the ultra-fast disconnect switch is fully opened. 

Based on the proposed approach, the fault is interrupted in an early stage by applying the voltage 

of the arrester banks within each breaker module in a progressive manner. This earlier 

interruption of fault reduces the rate of rise of fault current and, consequently, contributes to the 

attenuation of the overcurrent and overvoltage stresses as well as shorter fault clearance time. To 

verify the benefits of the proposed sequential switching strategy, performance metrics indicating 

the current and voltage stresses are quantified through a time-domain analytical modeling 

approach considering travelling waves on DC transmission lines. The transient performance of 

the sequential tripping mechanism is confirmed based on both simulation studies in the 

PSCAD/EMTDC software environment and quantitative analysis. 

 

Part I – 3. Optimum Selection of Circuit Breaker Parameters based on Analytical   

Calculation of Overcurrent and Overvoltage in Multi-terminal HVDC Grids 

 

Incorporating hybrid DC CBs into the MTDC grid adds another level of complexity as the DC 

short circuit current increases with commensurate increase in transient overvoltage stress, current 

limiting reactor and energy absorption capability of arresters. To determine the fault clearing 

capability and performance of these DC breakers, there is a need for (i) an accurate method to 

estimate the maximum overcurrent, transient overvoltage stress and energy absorption, and (ii) 

an optimal parameter selection method to size the CB components to achieve satisfactory 

performance. Once a quantitative estimation of maximum fault current, overvoltage, clearance 

time and energy absorption in arresters is obtained, optimum selection of the CB components can 

be attained. In this part, a time-domain approach is proposed to analytically calculate the 

transient response of the MTDC system during a DC fault by considering all the corresponding 

travelling waves. Based on the analysis, the fault behavior within the first few milliseconds is 

analytically modelled, and consequently, breaker parameters including operation delay, current 

limiting reactor and arrester can be optimally sized. In that regard, a multi-objective design 

optimization problem is formulated to explore the Pareto-optimal fronts of the transient response 

of the system versus the breaker parameters and to establish trade-offs among the breaker 

parameters and fault transient response. Finally, time-domain simulations in the 

PSCAD/EMTDC environment are performed to evaluate the accuracy and performance of the 

proposed method. 

 

Part I – 4. Model Predictive Control-Based AC Line Overload Alleviation in Meshed 

AC/MTDC Grids 

 

MTDC grids can support the future AC grid by improving its frequency response of the AC grid, 

inter-area oscillation damping, and reducing the operational cost of the electricity grid. In 

addition to the aforementioned functions, a MTDC grid can play a major role in AC line 

overload alleviation. The contribution of this part is a Model Predictive Control (MPC)-based 

strategy, which uses MTDC converter stations along with the AC grid generators for 

transmission line overload alleviation. The objective is to reduce active powers of the overloaded 

AC lines by deploying the MTDC converters and AC generators. The advantage of the proposed 
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controller is to simultaneously use the MTDC converter stations and AC system generators to 

relieve the overloads of AC lines. The proposed controller is integrated with the conventional 

Automatic Generation Control (AGC), thereby following a contingency, the system regulates 

frequency and mitigates AC line overloads, simultaneously. The controller receives the 

measurements within regular sampling time periods. When an outage imposes overloads on AC 

lines, the controller computes and dispatches the optimum setpoints of the active powers of the 

MTDC converters and the AC grid generators within each sampling time period. The optimum 

setpoints are computed by a MPC strategy to bring the active powers of the overloaded AC lines 

below their limits. To implement the MPC strategy, the sensitivity matrices relating the AC line 

active powers, DC line currents and DC bus voltages to the converters' active power setpoints 

and the generator active powers are calculated. Furthermore, all the operational constraints 

including constraints of the DC bus voltages, the DC line currents, the ratings of the MTDC 

converter stations, AC bus voltages, and the ramp rates are meticulously considered. The 

proposed controller constantly checks a voltage stability criterion to ensure that it does not push 

the system towards the voltage instability boundaries. The performance of the proposed 

controller is evaluated and demonstrated using time-domain simulation studies on two test 

systems, i.e., the 39-bus New England test system integrated with a 5-bus MTDC grid and the 

IEEE 118-bus test system integrated with a 6-bus MTDC grid. 

 

Part II: A Hybrid Nonlinear Droop Control for MTDC Systems with Improved Dynamic 

Performance and Stability 

 

Droop control is extensively applied to MTDC systems. However, in the case of large active 

power disturbance, the constant derivative of the linear droop curve leads to large voltage 

deviation and longtime regulation. In this part, a hybrid droop control is proposed with a cubic 

accelerated term and reference self-correction algorithm for voltage source converter-based 

MTDC systems. The proposed method can improve performance of the MTDC systems during 

transient and steady-state operations. The cubic accelerated term can provide fast regulation 

speed and low voltage deviation during transient due to the proposed nonlinear droop curve. The 

reference self-correction algorithm is developed to move the curve to the new operating point for 

eliminating voltage deviation and maintaining the constant dynamic performance. In the steady 

state, the proposed droop curve is approximated to a linear one by neglecting the cubit 

accelerated term due to its much smaller value. Therefore, the negative influences of the 

conventional nonlinear droop curve on regulation speed, voltage deviation, and power oscillation 

can be avoided. The simulation results of a four-terminal system in the PSCAD/EMTDC 

software environment demonstrate the effectiveness of the proposed droop control. 

 

Part III: Feedforward Accurate Power Sharing and Voltage Control for Multi-Terminal 

HVDC Grids 

 

This part presents a power sharing and voltage control scheme for MTDC grids. A generalized 

hierarchical droop-based controller is designed to control the DC-side voltages and dispatched 

powers. To improve the steady-state performance of the MTDC grid, this project proposes a 

feedforward mechanism to make the current controller of the voltage-sourced converters 

independent of the AC-side load conditions. The performance of the proposed scheme is 

evaluated under several case studies. A comparison between the proposed controller and 
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traditional controllers is also made with time-domain simulation studies in PSCAD/EMTDC 

software. Results show that the proposed controller can successfully control the real powers and 

DC voltages while having a stable performance during AC-side load changes. 
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1. Backup Protection of Multi-Terminal HVDC Grids Based on Quickest Change
Detection

1.1 Introduction

High Voltage DC (HVDC) transmission is a mature technology with many installations around
the world [1]- [3]. Over the past few years, significant breakthroughs in Voltage-Sourced Con-
verters (VSCs) along with their attractive features have made the HVDC technology even more
promising in providing enhanced reliability and functionality and reducing cost and power losses.
Concomitantly, significant changes in generation, transmission, and loads such as integration and
tapping renewable energy generation in remote areas, the need for relocation or bypassing older
conventional and/or nuclear power plants, increasing transmission capacity, urbanization and the
need to feed the large cities have emerged [2]. These new trends have called for Multi-Terminal
DC (MTDC) systems, which when embedded inside the AC grid, can enhance stability, reliability,
and efficiency of the present power grid [1].

Amid the optimism surrounding the benefits of MTDC grids, their protection against DC-side
faults remains one of their major technical challenges. MTDC grid protection is far more difficult
than AC grids as DC fault phenomenon is more complex. The protection philosophy of the MTDC
grids, nevertheless, is similar to the AC counterparts in the sense that both primary and backup
protection schemes are required. In case the primary protection fails to act properly, backup pro-
tection should trip as quickly as possible to minimize the loss of power in-feed [5].

In the technical literature, the following backup protection algorithms have been proposed for
HVDC grids [6]- [9]:

• A current threshold-based algorithm [6] in which the breaker failure is identified after a
certain time delay following the trip signal from primary protection. To avoid misdetection
in backup protection, the time interval is selected to be 20 ms. This results in a low detection
speed and high ratings of circuit breakers.

• A local backup protection algorithm [7] [8] in which classifiers are designed to detect pri-
mary protection failure using voltage-current signals from corresponding relays. The un-
cleared and cleared faults are distinguished by a decision boundary on the voltage-current
curve found by a classifier, which is trained using a large amount of data. The robustness
of this method is evaluated in [9] under various system conditions and operating delays. Al-
though the speed of this algorithm is faster than the previous current based method, it has the
following drawbacks: a) detailed system modeling and accurate measurements are required
to find an accurate boundary; b) the classifier has to be trained with lots of pre-acquired
data under various conditions including different fault locations, fault impedance, and power
flow; c) the scalability of this method is limited because the classifier has to be reset to be
used in modified system topologies.
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Figure 1.1: Layout of the four-terminal HVDC grid test system [14].

Additionally, both of the aforementioned methods are vulnerable to noise or spikes from measure-
ment instruments such as current and voltage sensors.

In this report, a new backup protection algorithm based on quickest change detection (QCD)
method is proposed for MTDC grids. The QCD methods are widely deployed in many fields [10]-
[13]. In backup protection settings, the signals from voltage measurements are observed by a
decision maker, which monitors any abrupt change in the voltage distribution using sequential
measurements. The objective is to detect the change as fast as possible subject to a constraint on
the false alarm rate. With sequentially monitoring of signals, the QCD method proposed here is
able to quickly trip the breakers under noisy signals with a negligible computation effort. The
method is applicable to general N-terminal MTDC grids.

1.2 Test Multi-terminal HVDC System

Fig. 1.1 shows the layout of the test system adopted in this report [14]. The test system, which
represents a ±320 kV four-terminal meshed HVDC grid, is comprised of four VSC stations con-
necting two offshore wind farms to two onshore AC grids. The transmission lines include Line12
and Line34 with 100 km length, Line13 and Line14 with 200 km length, and Line24 with 150 km
length. DC breakers are located at both ends of each HVDC link. The detailed configuration of
Line13 is depicted in Fig. 1.1 while other lines use simplified representation. Further details of the
test system along with its parameters are described in [14].

The DC side of all VSCs are solidly grounded by using DC capacitors at the neutral point. The VSC
stations, which are based on the well-known Modular Multilevel Converters (MMCs), are repre-
sented by their continuous equivalent models with blocking/de-blocking capabilities [14] [21], as
presented in Fig. 1.2(b). The blocking signals of IGBTs are triggered by the converter internal
protection shown in Fig. 1.2(c), which consists of overcurrent and undervoltage protection. The
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and c) MMC internal overcurrent and undervoltage protection.

arm current threshold is set to be 80% of the maximum instantaneous limit for the IGBT current,
while the voltage threshold is selected to be 20% of the nominal DC voltage. The cables are rep-
resented by the frequency-dependent model.

The DC circuit breakers (CB13P, etc.) used in the test system of Fig. 1.1 are based on the widely
accepted hybrid HVDC circuit breakers [15] with a detailed model presented in Fig. 1.3. The
breaker is comprised of parallel connection of an auxiliary branch, which is formed by semicon-
ductor devices in series with a fast mechanical disconnector, and a main branch, which consists
of multiple semiconductor devices. The residual breaker is used to isolate the fault to prevent the
arrester banks from thermal overload. The proposed backup protection method in this report is
general, without any restriction on the configuration of the DC breaker.

1.3 The Proposed Backup Protection Algorithm

In this section, a breaker failure detection algorithm based on the QCD technique for the MTDC
grid of Fig. 1.1, is developed and deployed on local DC buses.

1.3.1 Layout of the Protection Unit

The layout of the proposed protection unit is shown in Fig. 1.4. For the sake of simplicity, the
positive and negative lines are represented in one line view. As shown in Fig. 1.4, Bus i is con-
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Figure 1.3: Hybrid HVDC circuit breaker adopted in this study.

nected with Converter i through the breaker unit CBi and with other N buses through breaker
units CBi1,CBi2, ...,CBiN . These breaker units consist of series connected circuit breakers and sen-
sors that are placed on each circuit breaker and at the end of each HVDC link. The breakers are
tripped by signals Ti,Ti1,Ti2, ...,TiN , which are generated by their corresponding relaying algorithm
in the primary and backup protection module. The measurements m1,m2, ...,mN consist of volt-
ages across circuit breakers vcbi1,vcbi2, ...,vcbiN and the terminal voltages vli j of those HVDC links
which have one of their ends on the local Bus i, where i, j are the two terminals of link i j. These
measurements are captured with a sampling frequency fs and are then directly sent to the data pro-
cessing unit. They serve as the input to both primary and proposed backup protection algorithms.
Subsequent to any fault detection, the backup protection unit waits for the corresponding circuit
breaker(s) to trip with the information from available measurements.

1.3.2 The Proposed QCD Algorithm

In case of a DC fault inception, the voltages at bus terminals and across circuit breakers are subject
to abrupt changes. These changes occur much faster than the sampling period of the corresponding
measurements. The philosophy behind the proposed backup protection algorithm is to determine
the operation status of the breakers (breaker failure backup) and primary relay (relay backup) by
monitoring any abrupt change in the breaker voltage and the terminal voltage, respectively. A
straightforward way to detect such changes would be to compare the target signal with a threshold.
However, such an approach would be vulnerable to noise, spikes, or other unexpected errors in
the measurements. This problem calls for a detection method with higher robustness. The QCD
algorithm [10] is the proposed candidate to this end.

4



Figure 1.4: The proposed layout of the protection unit at Bus i.

In the context of backup protection, without loss of generality, one can assume that the measure-
ment sequence m1,m2, ..,mk is captured by the sensors and sent to the data processing unit. The
sequence is an independent Gaussian sequence with a probability density pθ (m). The parameter θ

denotes the mean of this sequence. Before the unknown change time j, the mean of measurement
sequence is θ0, while after the change time, it becomes θ1 6= θ0. The goal of the algorithm is to
detect this change as fast as possible.

There are two hypotheses to be considered, i.e., H0 and H1. H0 denotes the hypothesis where there
are no changes, while H1 means there is a change in the sequence.

H0 : θ = θ0 for 1≤ i≤ k
H1 : there exists an unknown 1≤ j ≤ k such that

: θ = θ0 for 1≤ i≤ j−1
: θ = θ1 for j ≤ i≤ k

(1.1)

The likelihood ratio between hypotheses H0 and H1 is

Λ
k
1( j) =

∏
j−1
i=1 pθ0(mi) ·∏k

i= j pθ1(mi)

∏
k
i=1 pθ0(mi)

(1.2)

Equation (1.2) expresses the likelihood of measurements to be under H1 than H0. The log-
likelihood ratio Sk

j is obtained by taking the log of equation (1.2) as
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Sk
j =

k

∑
i= j

ln
pθ1(mi)

pθ0(mi)
(1.3)

To detect any unknown change, the maximum likelihood principle is applied on the log-likelihood
ratio Sk

j. The decision is made based on the decision function expressed by

gm
k = max

1≤ j≤k
Sk

j (1.4)

With the aid of (1.4), the alarm time ta is obtained based on the following rule:

ta = min{k : gm
k ≥ h}= min{k : max

1≤ j≤k
Sk

j ≥ h} (1.5)

where h is a positive threshold chosen based on the system parameters. ta is the earliest moment
when the decision is in favor of H1 over H0, i.e., gm

k ≥ h.

The calculation of gm
k could be computationally expensive in digital implementation. Therefore, a

new variable gk, which is a non-negative version of gm
k , is defined as

gk = max{0,gm
k }= max{0, max

1≤ j≤k
Sk

j} (1.6)

gm
k and gk are equivalent in the sense that they result in the same alarm time ta. The proof of this

statement is presented in Appendix A.

Based on Appendix B, gk can be rewritten into the recursive form as

gk =


gk−1 + ln

pθ1(mk)

pθ0(mk)
if gk−1 + ln

pθ1(mk)

pθ0(mk)
> 0

0 if gk−1 + ln
pθ1(mk)

pθ0(mk)
≤ 0

(1.7)

In the settings of the backup protection problem, it is assumed that the distribution of the obser-
vation mi is Gaussian, which is a widely-applied assumption in the literature [20]. Under this as-
sumption, the probability density function with the mean value θ and variance σ2 is given as

pθ (mi) =
1

σ
√

2π
e−

(mi−θ)2

2σ2 (1.8)

In this case, the recursive update rule in (1.7) can be rewritten as
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gk = max{0,gk−1 +mk−
θ1 +θ0

2
}

= max{0,gk−1 +mk− (θ0 +
ν

2
)}

(1.9)

where ν = θ1− θ0 is the minimum possible magnitude of the abrupt change to be detected. Al-
though the Equation (1.9) is derived under Gaussian assumption, the proposed algorithm can be
generalized to other distributions as well by plugging their probability density functions into Equa-
tion (1.7).

Equation (1.9) corresponds to the well-known cumulative sum (CUSUM) method. The detailed
QCD algorithm is shown in Algorithm 1.

Algorithm 1: Backup QCD Algorithm
Input: mk: measurement sample at step k g: accumulated sum from

last step
Output: Decision d
if k = 0 then /* initialization */

Read h,θ0,ν
g← 0,d← False

end
gnext ← g+mk− (θ0 +

ν

2 )
if gnext > h then /* change detected */

d← True
g← gnext

else if gnext > 0 then /* update g */
g← gnext

else /* reset g */

g← 0
end
return g,d

Algorithm 1 is executed in real-time with the sampling frequency fs. mk denotes the measurement
sample taken at each step k ≥ 0. If there is no signal, k is set to be zero and the algorithm is
initialized. g is the data accumulated from the last time step and is updated from the bottom up
based on the new inputs. When mk > (θ0 +

ν

2 ), g starts increasing. Once it hits the threshold h, d
is set to be True and a change is declared.

The proposed method performs the cumulative summation process, which is immune to noise and
spikes. In terms of computational effort, within each iteration, at most, three sum, one comparison,
and three copy operations are involved in the calculation. Additionally, g,θ0,ν , and h are the only
four variables required to be stored in the memory for the use within each iteration. Based on these
facts, the algorithm can be applied easily on most relaying platforms.

7



0 1 2 3 4 5 6 7 8 9
(a)

0

5

10

C
ur

re
nt

 (
kA

) Auxiliary Branch Current
Main Breaker Current
Arrester Current

Figure 1.5: Simulated transients of the hybrid circuit breaker CB13p under a pole-to-pole fault in
the middle of Line13. a) auxiliary branch, main breaker and arrester currents; and b) voltage across
the breaker.

1.3.3 Backup Protection for Breaker Failure

In case of a successful fault detection in primary protection, the fault is sensed and a trip command
is sent to the corresponding circuit breakers. Breaker failure addresses the scenario where a circuit
breaker fails to trip after receiving the tripping signal.

Fig. 1.5 shows the simulated transients of the hybrid circuit breaker CB13p under a pole-to-
pole fault in the middle of Line13. After receiving the trip command from the primary relay at
t = 0.9ms, the fault current starts to be transferred from the auxiliary branch to the main breaker.
Once the current commutation is finished, the fast mechanical disconnector opens. Then, starting
from t = 3.8ms, the current starts decreasing by transferring the fault current to the arrester bank,
which establishes a counter voltage across the reactor. The voltage across the breaker, as shown in
Fig. 1.5(b), jumps to a high value, which is the summation of this counter voltage and the terminal
voltage. The energy accumulated in the reactor and fault current path is then dissipated and the
current flowing through the breaker reduces to zero at t = 7.7ms. The breaker transients shown
in Fig. 1.5 are representing only one of the possible breaker configurations. Since the trip and
fault clearance times may vary for different breakers, to verify the validity and applicability of the
proposed breaker failure backup algorithm to different breaker configurations, simulation results
are provided in Section IV.B.

In the DC circuit breaker design, to diminish the fault current, the voltage rating of the arrester
bank must be larger than the DC voltage. After commutating the current to the arrester bank,
the voltage across the breaker rises shapely from zero to a value which exceeds the nominal DC
voltage. This counter voltage is a clear sign that the circuit breaker works properly and starts to
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interrupt the fault current as expected. Therefore, the problem of detecting breaker failure can be
reduced to detecting an abrupt change in the sequence of the breaker voltage.

The proposed QCD method is applied here to detect the change in this case. Measurements mk,k≥0
are voltage samples vcb

k ,k≥0 across the breaker. The overall scheme of the breaker failure backup
protection is presented in Fig. 1.6. After receiving the trip signal from the primary relay at time
instant td , AND gate 1 is activated and the QCD decision variable d is closely monitored. If
an abrupt change is detected, a successful breaker operation is observed and d is set to be 1.
In this case, AND gate 3 is deactivated and the backup protection will not trip. Meanwhile, at
t = td , a timer is initialized with a delay of breaker normal clearing time ∆tb f (4 ms in this study).
For additional security, the currents flowing through the breakers can be monitored as optional
measurements. If the current is higher than twice the nominal current when the timer times out
(exceeding ∆tb f ), AND gate 2 will be satisfied. If d is 0 at this instant, it is concluded that the
breaker has failed and the backup trip signals will be sent to the adjacent breakers located on the
same bus. These breakers will take over and clear the fault.

1.3.4 Backup Protection for Relay Failure

Backup protection of breaker failure is based on the fact that the DC fault is detected correctly by
the primary protection. However, due to failure of primary relying algorithm or communication
system, there is a chance that the primary relay fails to detect the fault. In this case, it is crucial to
equip the system with a backup protection scheme for relay failure as well.

Generally, during any pole-to-pole or low-impedance pole-to-ground faults in an MTDC grid, the
fault current increases sharply and the system dynamics responses in three stages. The first stage
is a natural response of the DC link capacitors close to each terminal. During this stage the IGBTs
are not blocked yet. In the second stage, the IGBTs are blocked and the fault current starts com-
mutating to the converter freewheeling diodes. The third is the grid-side current feeding stage, in
which the grid current contributes to the fault.
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Effective design of primary and backup relaying algorithms ensures a detection of fault within
2 ms, which is in the first stage. Provoked by the fault, travelling waves propagate on the faulty link
and reflect at either the fault location or a bus terminal. When the step-shaped wave arrives to the
bus terminal, a rapid change in bus voltage is observed. This change is a critical alert for detection
of a fault. Therefore, the backup protection of relay failure can be reduced to detection of an abrupt
change in the probability distribution of the sequence of link voltages at each terminal. Similarly,
the proposed QCD algorithm is implemented to identify this change. In this case, measurement
samples mk,k≥0 are vli j

k ,k≥0. The relay failure backup algorithm works in cooperation with each
primary relay. When a fault is detected by the QCD algorithm for relay failure, it will check if
there exists a trip signal from the primary relay. If not, the backup algorithm will wait for ∆tr f
(3 ms in this study) and trip the corresponding breaker after this delay.

1.3.5 Overall Protection Scheme

With the setup of backup protection scheme for both breaker and relay failures, the overall protec-
tion scheme is summarized here. Within each time step ∆t, the status of the system is continuously
monitored by both the primary and proposed QCD algorithm for relay backup. In case a fault is
detected, the QCD algorithm for breaker failure is triggered. If the breaker is tripped successfully,
no more action is required and the algorithm moves to the next step. If the fault is not cleared, an
alert will be sent and the backup protection will take an action to trip other breakers on the same
bus.

1.4 Simulation Results

In this section, a set of simulation results are presented to evaluate performance and effectiveness
of the proposed backup protection algorithm under five scenarios: a) a pole-to-pole fault under
normal operation conditions; b) a low-impedance pole-to-ground fault; c) a high-impedance pole-
to-ground fault d) reversed power flow; and e) presence of noise and spike. The test system of
Fig. 1.1 is implemented in the PSCAD/EMTDC software environment. A sampling frequency of
fs = 50kHz is adopted in all simulations. The measurements in these simulations are not specif-
ically assumed to be Gaussian distributed. For the sake of simplicity, the fault injection time is
normalized to t = 0ms in the following figures.

1.4.1 Base Case

This is the reference case where 800 MW and 600 MW are distributed to Converters 3 and 4, re-
spectively, from Converters 1 and 2, which both input 700 MW to the MTDC grid. In this scenario,
the system of Fig. 1.1 is subjected to a pole-to-pole fault located on the middle of Line13.
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Figure 1.7: Simulation results with a pole-to-pole fault in the middle of Line13, under both suc-
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flowing through circuit breaker icb13p, (c) zoomed-in portion of outputs from beaker failure QCD
algorithm, and (d) outputs of AND gates 1, 2, and 3 from Fig. 1.6.
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Figure 1.10: Simulation results of converter internal protection quantities with a pole-to-pole fault
in the middle of Line13: (a) upper arm currents of MMC1, (b) lower arm currents of MMC1, (c)
DC voltage on MMC1 terminal side and MMC3 terminal side (for undervoltage internal protec-
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Figure 1.11: Simulation results with a low-impedance fault in the middle of Line13: (a) voltage
across the circuit breaker vcb13p, (b) outputs of the beaker failure QCD algorithm under successful
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Figure 1.12: Simulation results with a high-impedance fault in the middle of Line13: (a) voltage
across the circuit breaker vcb13p, (b) outputs of the beaker failure QCD algorithm under successful
breaker operation, (c) vl13, voltage of Line13 at Bus 1, (d) outputs of the relay failure backup
algorithm during the fault, and (e) arm currents of MMC1, and positive pole current of Line13
il13p.
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Figure 1.13: Simulation results under reversed power flow: (a) voltage across the circuit breaker
vcb13p, (b) outputs of the beaker failure QCD algorithm under successful breaker operation, (c)
vl13, voltage of Line13 at Bus 1, (d) outputs of the relay failure backup algorithm during the fault,
and (e) arm currents of MMC1, and positive pole current of Line13 il13p.
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The simulation results are demonstrated in Fig. 1.7. As described in Section III, the voltage across
the circuit breaker (CB13P in this case) is used for breaker failure detection. vcb13p with both proper
breaker operation and breaker failure are depicted in Fig. 1.7(a). Under the breaker failure condi-
tion, vcb13p remains close to zero while the signal jumps to a high value in the case where the fault
is successfully cleared. In the proposed algorithm, the accumulated sum g and the decision vari-
able d are updated within every step in Algorithm 1. A zoomed-in view of g and d is presented in
Fig. 1.7(c). When the breaker works properly, vcb13p starts to increase at t = 3.66ms, which means
that the fault current is being commutated from the main breaker branch to the arresters. g keeps
accumulating because of the high value of signal vcb13p. At t = 3.76ms, g becomes higher than the
threshold h (marked as the horizontal line), resulting in the change of d from 0 to 1. This change
indicates that the breaker operates normally. In this case, AND gate 1 is satisfied and outputs 1,
as shown in Fig. 1.7(d). The condition 1 from AND gate 1 deactivates AND gate 3, preventing a
backup trip. However, if the breaker fails to operate properly, g and d remain zero, which result in
a zero output from AND gate 1. Then, the state of AND gate 3 is dominated by the state of AND
gate 2, which is determined by two conditions, i.e., the delayed trip signal from the primary relay
and the presence of uncleared current flow. After a time delay of ∆tb f , the primary relay trip signal
is sent to AND gate 2 at t = 4.68ms. As shown in Fig. 1.7(b), the current (icb13p) flowing though
breaker is higher than twice the nominal current. Therefore, the outputs of both AND gate 2 and 3
switch to 1, indicating a breaker failure condition.

It is noteworthy that the threshold h and minimum detectable magnitude ν in Algorithm 1 are sim-
ply selected to be 320 kV, which is the nominal voltage of the HVDC system. The pre-fault mean,
θ0, is zero here. h, ν and θ0 are kept unchanged for all the following breaker failure protection
scenarios.

Similarly, the results of the relay backup protection algorithm is provided in Fig. 1.8. vl13, the
pole-to-pole voltage of Line13 at Bus 1 is the measurement being monitored (Fig. 1.8(a)). To
adopt the same algorithm as the breaker failure detection, −vl13 is fed into Algorithm 1. When
the wavefront arrives at the terminal of Bus 1 during a fault, vl13 drops quickly, which results in
an increase in g (Fig. 1.8(b)). At t = 0.58ms, d changes to 1, indicating a fault detection. On the
contrary, both g and d remain zero under normal conditions. As described in Section III, the relay
failure protection will trip if the primary relay does not detect the fault prior to t = 3.58ms, which
is the summation of 0.58 ms, the detection time and 3 ms, the delay ∆tr f . The zoomed-in views of
Figs. 1.8(a) and (b) are presented in Figs. 1.8(c) and (d), respectively. h and ν are set to be 640 kV
and 320 kV, which are the nominal values of the pole-to-pole and pole-to-ground voltage of the
DC links, respectively. θ0 =−640kV is adopted in Algorithm 1. These values of h, ν and θ0 are
used for all the following relaying failure protection scenarios.

Proper selection of the threshold values ensures that the abrupt changes are precisely detected
while keeping a low false alarm rate. The values selected in this study, i.e., 320 kV and 640 kV,
can be easily obtained from the system parameters. These thresholds keep a balance between the
detection speed and false alerts.
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1.4.2 Compatibility with Different Breaker Configuration

In this section, two more breakers, i.e., breakers 1 and 2, are implemented to test the compatibility
of proposed backup algorithm with different breaker configurations. These two new breakers have
different delays and fault clearance times, as depicted in Fig. 1.9(a). Breaker 3 is the same breaker
used in the base case and is presented here as a reference. The currents flowing through these
breakers are shown in Fig. 1.9(b). As shown in Fig. 1.9, with different breakers deployed, the fault
is cleared with different speeds. The outputs from the QCD algorithm applied to breakers 1 and
2 are shown in Figs. 1.9(c) and (d), respectively. These results verify that the proposed backup
algorithm is equally applicable to different breaker configurations.

1.4.3 Blocking of IGBTs

Subsequent to a fault on any DC link, the MMC arm currents exceed their rating values. Once
the arm currents exceed a threshold value, the desaturation detection of IGBTs will act, thereby
blocking them to avoid any thermal overload. The converter is also blocked under low DC voltage
due to the loss of controllability. The implemented scheme is presented in Fig. 1.2(c). A pole-to-
pole fault in the middle of Line13 is imposed on the test system at t = 0.71s. The six arm currents
of MMC1 are plotted in Figs. 1.10(a) and (b). The current threshold Ithres is set to be 2.31 kA
based on the rating of MMC1, i.e., 80% of the maximum instantaneous arm current, which is
2.88 kA. Subsequent to the fault occurrence, MMC1 and MMC2 are blocked after 2.3 ms and
3.4 ms, respectively. In this case, as shown in Fig. 1.10(c), the DC voltage on MMC1 terminal
drops below 20% of the DC nominal voltage after the blocking of MMC1. The converter will not
be re-blocked by the undervoltage protection. The voltage across breaker vcb13p (used for breaker
failure backup) and the voltage of Line13 vl13 (whose first wave is used for relay failure backup)
are presented in Figs. 1.10(e) and (f), respectively. These voltages are measured with and without
converter blocking enabled. The waveforms of Figs. 1.10(e) and (f) highlight that the sequence
of converter blocking/de-blocking does not interfere with the operation and performance of the
proposed backup protection algorithms, which rely on the voltage across the breaker and the first
wave of line side DC voltage. Therefore, the functionalities of the breaker and relay failure backup
protection algorithms are not affected.

1.4.4 Low-Impedance Pole-to-ground Fault

In this scenario, the system is subjected to a low-impedance pole-to-ground fault on the positive
pole of Line13 (100 km from Bus 1). The fault impedance is 0.5 Ω. The results from the backup
protection for both breaker (Figs. 1.11(a) and (b)) and relay failure (Figs. 1.11(c) and (d)) are
provided. The QCD algorithm outputs under breaker failure and normal conditions are all zero
and not presented. As shown in Fig. 1.11(e), none of the arm currents exceed Ithres. As the result,
MMC1 is not blocked in the first 7 ms.

In this case, vcb13p presents a similar behavior to the reference scenario. Fig. 1.11(b) confirms
the detection of successful fault clearance at t = 3.76ms, when d changes from zero to one. The
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voltage drop of vl13 (Fig. 1.11(c)) is not as large as the change in the reference case (Fig. 1.8(a))
and, therefore, it results in a slower accumulation of g. However, the relay failure backup algorithm
still works well and detects the fault at t = 0.62ms.

1.4.5 High-Impedance Pole-to-ground Fault

In this scenario, a high-impedance pole-to-ground fault is imposed on the positive pole of Line13
(100 km from Bus 1). A 10 Ω fault impedance is inserted between the fault location and the ground.
With a higher fault impedance applied, the drop of voltage magnitude is even smaller compared to
the low-impedance case. However, as shown in Fig. 1.12, both breaker failure backup and relay
backup protection algorithms response well.

1.4.6 Reversed Power Flow

In this scenario, the system is tested under the same fault in the reference case. The difference
lies in the direction and distribution of power flow. In this case, Converters 3 and 4 both export
500 MW to the MTDC grid while Converters 1 and 2 transfer 200 MW and 800 MW, respectively,
to the AC grid. The results presented in Fig. 1.13 demonstrate satisfactory performance of the
proposed algorithm.

1.4.7 Comparison with the Existing Methods

In this section, the results from the proposed backup protection method are compared with the clas-
sifier based backup method [7] [8]. To this end, both the signals, vcb13p and vl13, are contaminated
by adding noise and spikes. These signals are processed by the proposed and existing algorithms.
The corresponding results are shown in Figs. 1.14 and 1.15.

20



0 2 4 6
(a)

0

300

600 With Noise
Without Noise (ref)

Time (ms)

0 2 4 6
(b)

-200

200

600 Cleared (with noise)
Cleared (without noise)
Uncleared (without noise)

0 2 4 6
(c)

0

2

4

104

0

0.5

1

3.7 3.8
0

500
1000
1500

0
0.5
1

Time (ms)

0 2 4 6 8 10 12
(d)

-200

200

600 Cleared (training)
Uncleared (training)
Uncleared (misclassified )
Cleared (misclassified )

0 2 4 6
(e)

0

0.5

1 Proposed Method
Classifier Based Method
Uncleared (misclassified )
Cleared (misclassified )

Time (ms)
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To test the impact of noise, an independent and identically distributed sequence drawn from a
Gaussian distribution N (0,100) is applied and added to the original signals as shown in Figs.
1.14(a) and (b). Unlike the classifier based method, the accumulated sum g, which is shown in
Fig. 1.14(c), is not affected by the presence of such noise. Fig. 1.14(d) shows the scatter plot
(UI characteristic) of voltage, vl13 and current, il13p used for the classifier based algorithms. The
space is separated by a decision boundary (marked in purple line). A fault is said to be cleared
if the instantaneous measurement lies in the upper space while it is declared as uncleared when it
appears in the lower space. In the presence of noise, some of the samples which should lie in the
“uncleared” portion are misclassified into the upper space (marked in upward-pointing triangles).
Similarly, some “cleared” samples are misclassified into the lower space (marked in downward-
pointing triangles). In Fig. 1.14(e), the decision variables from the proposed and classifier-based
algorithm are compared. Before the actual starting time of fault clearance at t = 3.66ms, the clas-
sifier based algorithm declares detection of successful breaker actions (d = 1) at around t = 2ms
(upward-pointing triangles). Additionally, after t = 3.66ms, some of the samples (downward-
pointing triangles) are classified as “uncleared” again. These misclassifications result in false trip
signals.

Fig. 1.15 shows the performances of the proposed and classifier based algorithms under the effect
of a 400 kV spike at t = 2.8ms. The spike introduces an abnormally high voltage prior to fault
clearance, resulting in a misclassification of an “uncleared” sample into a “cleared” one by the
classifier-based method. As confirmed in Fig. 1.14, performance of the proposed algorithm is not
degraded under this case as well.

With respect to the computational burden, there are two additional drawbacks by using the classifier-
based method:

• A K nearest neighbor (KNN) classifier, which is used as an example in [8], has to be trained
with data from different types of faults under various scenarios. For example, for a pole-
to-pole fault, the fault characteristic varies with the faulty link, fault location and fault
impedance. The classifier has to be trained with data from all possible cases. The proposed
method uses the same framework for all scenarios, with a much more simplified procedure.

• To make a correct decision based on the KNN, all historical current and voltage data has to
be stored in the relay, thereby demanding a huge amount of data storage. Compared to the
classifier-based method, the proposed method only keeps record of the cumulative sum and
other three variables, which are fixed sized floating numbers and take a negligible space.

1.5 Conclusion

In this report, a local measurement-based backup protection algorithm for MTDC grids is pro-
posed. The proposed algorithm that is based on the quickest change detection (QCD) technique,
achieves fast and accurate backup protection functionality for the primary relay to ensure a higher
reliability in the system. The proposed method can be readily extended to different grid configu-
rations and is able to cooperate with different primary protection algorithms and breaker configu-
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rations. Performance and effectiveness of the proposed algorithm are evaluated and verified based
on time-domain simulation studies in the PSCAD/EMTDC environment. The results confirm sat-
isfactory performance of the proposed algorithm in terms of accuracy, robustness, and speed under
various fault scenarios.
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A. Proof of the Equivalence of gk and gm
k

The variables gm
k and gk are defined as

gm
k = max

1≤ j≤k
Sk

j (.1)

gk = max{0,gm
k }= max{0, max

1≤ j≤k
Sk

j} (.2)

First, it is to be proved that when an alarm is triggered using gm
k , an alarm is also triggered using

gk at the same time. Given the alarm time

ta = min{k : gm
k ≥ h}= min{k : max

1≤ j≤k
Sk

j ≥ h} (.3)

where h is a positive threshold.

Equivalently, the following statements hold:

0 < h≤ gm
ta ,

gm
k < h,k ∈ {0,1, ..., ta−1}

(.4)

Therefore, based on the definition of gk, it is deduced that

gk = max{0,gm
k }

=


gm

ta ≥ h, if k = ta
gm

k < h, if 0 < gm
k < h,k ∈ {0,1, ..., ta−1}

0 < h, if gm
k ≤ 0,k ∈ {0,1, ..., ta−1}

(.5)

which means that gk sets the same alarm time as gm
k . Next, it is to be proved that whenever gk

triggers an alarm at ta, gm
k triggers one as well. This condition can be expressed as

0 < h≤ gta,

0≤ gk < h,k ∈ {0,1, ..., ta−1}
(.6)

Thus, the value of gm
k is

0 < h≤ gta = gm
ta ,

gm
k ≤ gk < h,k ∈ {0,1, ..., ta−1}

(.7)

which means that gm
k sets an alarm at ta as well.
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B. Derivation of The Recursive Form of gk

Considering the non-negative definition of gk in (1.6), at every time step k, there are two cases,
i.e., gk−1 = 0 and gk−1 > 0. gk−1 = 0 implies that the maximum summation of log-likelihood ratio
from a certain time step j to the last time step k− 1 is either negative or zero. Thus, the newly
calculated log-likelihood ratio at current step determines the value of gk. This condition can be
expressed as

gk = max{0, ln
pθ1(mk)

pθ0(mk)
} (.1)

If gk−1 > 0, the maximum summation at step k can be calculated by summing two parts, i.e., the
newly calculated log-likelihood ratio at current step k and the maximum value from last step k−1.
This relationship can be written as

gk = max{0,gk−1 + ln
pθ1(mk)

pθ0(mk)
} (.2)

Equations (.1) and (.2) can be merged into one expression, which is the recursive form of gk
provided in (1.7).
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2. Reducing the Fault Transient Magnitudes in Multi-terminal HVDC Grids
by Sequential Tripping of Hybrid Circuit Breaker Modules

2.1 Introduction

The global need for reliable and efficient energy supplies and the necessary shift from fossil fuels
to renewable energy sources have posed significant challenges for improving the electric power
transmission system. The point-to-point HVDC transmission links scattered around the world
have been able to address some of the transmission challenges. In particular, from technical and
economical points of view, point-to-point HVDC systems are considered attractive for integration
of large-scale offshore wind farms and for reinforcement of interconnected regional power grids
over AC transmission solutions. However, HVDC links have the limitation of exchanging power
between only two terminals/points of connection to the AC grid. It is envisaged that multi-terminal
DC (MTDC) grids with more than two terminals/converter stations can improve functionality, sta-
bility, and reliability of the power grid while decreasing the conversion losses and investment
cost [22]. The strategic importance of MTDC grids is evidenced by the number of worldwide
projects currently in their advanced planning stage, e.g., European “ Supergrids ” and the Baltic
Sea project along with a few projects in China [22–24].

Amid the optimism surrounding the benefits of MTDC grids, their protection against DC-side
faults remains one of their major technical challenges [24]. Proper protection of the MTDC grids
necessitates the DC circuit breakers (CBs) to selectively and quickly isolate any faulty line without
interrupting the entire system. Among the proposed DC CBs [26], the hybrid solid-state one is the
most promising option as its breaking time is in the order of a few milliseconds while its conduc-
tion losses during normal operation are quite low [27].

Consisting of three paths, i.e., the nominal current path (NCP), the current commutation path
(CCP), and the energy absorption path (EAP), a hybrid DC CB, as shown in Fig. 2.1, is designed
to clear a fault through forcing the fault current from the NCP to the CCP and the EAP. During
normal conditions, the current flows through the ultra-fast disconnector (UFD) and the load com-
mutation switch (LCS) in the NCP. Subsequent to a fault, the fault current is routed to the CCP,
which is comprised of a number of identical modules with parallel connected main breakers and
arresters.

Once the CCP establishes a conducting path, the UFD opens. Conventionally, the opening of the
UFD is followed by simultaneous tripping of all series-connected modules on the CCP and the
EAP [26–29]. This tripping method results in a high voltage applied to the arresters, which are
used to extinguish the fault current. However, this voltage introduces a high voltage stress across
the UFD, which takes 2-3 ms to establish sufficient voltage withstand capability [29]. This delay
ultimately limits the speed of the DC CB.
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Figure 2.1: Circuit diagram of the hybrid DC circuit breaker [26].

To speed up the operation of hybrid DC CB and attenuate overcurrents and overvoltages, a sequen-
tial switching strategy is proposed in this report. This switching strategy enables a step-by-step
tripping of breaker modules even before the UFD is fully opened. Based on the proposed approach,
the fault is interrupted in an early stage by applying the voltage of the arrester banks within each
breaker module in a progressive manner. This earlier interruption of fault reduces the rate of rise
of fault current and, consequently, contributes to the attenuation of the overcurrent and overvoltage
stresses as well as shorter fault clearance time. Nevertheless, the introduction of sequential tripping
breaks the balance of energy distribution among the breaker modules. To relieve the energy stress
applied on these modules, the tripping sequence is rescheduled. The ratings and tripping instants of
breaker modules are then determined through an optimization method. An optimal design process
is provided for recommending the best practice. To verify the benefits of the proposed sequential
switching strategy, performance metrics indicating the current and voltage stresses are quantified
through a time-domain analytical modeling approach considering travelling waves on DC trans-
mission lines. The transient performance of the sequential tripping mechanism is confirmed based
on both simulation studies in the PSCAD/EMTDC software environment and quantitative analysis.

2.2 The Proposed Sequential Switching

The hybrid DC CB, shown in Fig. 2.1, comprises the parallel connection of the NCP, which is
formed by the LCS in series with the UFD, the CCP known as the main breaker, which consists
of several modules, consisting of a number of series-connected semiconductor devices, and the
energy absorption path (EAP), on which the arrester banks are deployed on the modules of the
CCP to limit the voltage and absorb the residual energy when the main breaker is switched off. A
series current limiting reactor Lcb is also connected in the CB to limit the rate of rise of the fault
current.
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To demonstrate the fault response subsequent to a DC side fault, a timeline is presented in Fig. 2.1.
The fault current reaches the DC CB at the terminals of the faulty line at t0. Upon detection of the
DC-side fault at td and considering a detection delay of tdetect, the DC CB starts to isolate the faulty
line. The LCS in the NCP is switched off subsequently to the closing of switches in the CCP to
force the current to the CCP. Conventionally, a time delay is inserted to ensure successful opening
of the UFD. The IGBTs within all N modules are then tripped simultaneously. The opening of
these modules introduces a fast increased voltage across the breaker due to the release of energy
stored in the circuit inductance [22]. This transient voltage exceeds the threshold voltage of the
arresters until it is clamped by their highly nonlinear V-I characteristics. To ensure a successful
operation of the NCP under high voltage stress, a certain delay tdelay has to be inserted before a
sufficient voltage withstand capability is fully built up across the UFD [29–33]. This delay ulti-
mately limits the speed of hybrid DC CB.

To expedite the operation of hybrid DC CB, a sequential switching strategy is proposed, in which
the switches of the N modules in the main breaker are switched off sequentially. The opening of
the breaker is divided into N stages. Consisting of semiconductor switches and their paralleled
arresters, each module is treated as an individual breaker. These modules do not necessarily need
to be tripped at the same time. Instead, the trip signals for them are generated sequentially at t1, t2
... tN. The arresters within these modules are rated at lower voltages, enabling them to introduce a
lower voltage stress when inserted into the circuit individually. By tripping these modules sequen-
tially, the voltage across the UFD is built up step by step. Since the voltage withstand capability
of the UFD is established incrementally [29–33], the breaker modules can be tripped earlier, even
before it is fully opened. For example, the switches of Module 1 are commanded to open at t1,
which is earlier than the original tripping instant in the conventional method. The fault current
tends to increase slowly with the arresters in Module 1 been inserted. Sequentially, Module 2 is
tripped at t2, thereby the rate of rise of fault current is further limited. This process is repeated until
all of the N modules are switched off, which allows the voltage across the hybrid CB to increase
incrementally. Consequently, the fault clearance time can be reduced, and the overvoltage and the
overcurrent stresses on the system are relieved as well.

The currents and voltages of the hybrid CB tested with simultaneous conventional and a four-stage
sequential tripping strategies are shown in Fig. 2.2. A fault occurs at t = 0ms and reaches the CB
at t = 1.1ms. Upon fault detection at t = 1.7ms, the current is routed from the NCP to the CCP.
After 1.1 ms delay for the opening of UFD connectors, in sequential tripping case, the switches
of Module 1 open 0.9 ms earlier than the simultaneous case. The voltage across the hybrid CB
increases step by step with the sequential tripping of the modules. Compared to the abrupt voltage
increase in simultaneous switching, the reduced voltage stress on the UFD allows the breaker to be
opened earlier. Meanwhile, the fault current can be reduced since the voltage is applied earlier.
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Figure 2.2: Simulated results in simultaneous and sequential tripping cases: a) voltage of the
hybrid CB; and b) fault current.
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Figure 2.3: Simulated results of each module: a) currents of each module; b) voltage of various
module arresters; c) absorbed energy by arresters and d) V-I characteristic of the arrester.
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2.3 Energy distribution among arresters

Apart from the advantages offered by the sequential tripping, the energy absorbed by each module
tends to be distributed unevenly, as shown in Fig. 2.3(a). Those modules that are tripped earlier
tend to dissipate more energy, making them vulnerable to thermal overloading. Assuming that the
clamped voltage of an arrester inside Module i is vEAP,i and the corresponding current is iEAP,i, the
energy absorption of the arrester i can be expressed by

WEAP,i =
∫ tclear

ti
vEAP,iiEAP,idt, (2.1)

where WEAP,i is the absorbed energy, and t1 and t2 are the starting and ending time instants of in-
sertion of the arrester in Module i, respectively.

The current and voltage profiles of breaker modules tripped by the proposed strategy are provided
in Figs. 2.3(b) and (c). Starting from the tripping of Module 1, the current does not substantially
change till the opening process of all modules is completed. The voltage is also clamped at the
same value by the non-linear V-I characteristic of the arrester, as shown in Figs. 2.3(d). Therefore,
the absorbed energy of each arrester is largely proportional to the duration in which each of them
is inserted into the circuit. The arrester within the earlier switched module absorbs more energy,
as shown in Fig. 2.3(a). The energy difference is enlarged when a higher delay is applied between
each module.

To address this issue, a modified sequential strategy is proposed to equally distribute the energy
among all arresters, which adjust the sequence of the tripping to achieve equal inserting duration
for each arrester [34]. ti, i ∈ [1,4], represent the time instants when the arresters 1 to 4 are tripped
with the normal sequential tripping, as annotated in Fig. 2.3(c). Time t5 is the instant when all four
arresters are completely inserted. The periods t1 to t5 are evenly divided into 10 subintervals. The
circle indicates the insertion of the corresponding arrester during the specific subinterval indicated
on the left most column. In normal sequential tripping method, arrester 1 is inserted within all ten
subintervals while arrester 4 is just inserted within two subintervals.

The modified strategy, which is provided in Table 2.1, controls the number of circles in each row
such that the inserted voltage increases incrementally to clear the fault current. Meanwhile, the
tripping sequence is redistributed in such a way that every arrester is inserted for the same duration
of time (the summation of each column is the same) before t5, from when all four arresters are
inserted at the same time. Taking arresters 1 and 2 as an example, the absorbed energy of the
original and modified sequential tripping strategies can be calculated by (2) and (3), respectively,
as

WEAP,1 =
∫ t5

t1
vEAP,1idcdt,

WEAP,2 =
∫ t5

t2
vEAP,2idcdt.

(2.2)
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Table 2.1: Demonstration of the modified sequential tripping strategy [34].

Original Sequential Modified Sequential
subinterval 1 2 3 4 1 2 3 4
t1 ∼ (t2− t1)/2 © ©
(t2− t1)/2∼ t2 © ©
t2 ∼ (t3− t2)/2 © © © ©
(t3− t2)/2∼ t3 © © ⇒ © ©
t3 ∼ (t4− t3)/2 © © © © © ©
(t4− t3)/2∼ t3 © © © © © ©
t4 ∼ (t5− t4)/2 © © © © © © © ©
(t5− t4)/2∼ t5 © © © © © © © ©

WEAP,1 =
∫ (t3−t/2)/2

t1
vEAP,1idcdt +

∫ t5

t4
vEAP,1idcdt,

WEAP,2 =
∫ (t3−t/2)/2

t2
vEAP,2idcdt +

∫ t5

t3
vEAP,2idcdt.

(2.3)

Since the eight subintervals are equally divided, the energy absorbed by Module 1 and Module
2 are close, as indicated by WEAP,1 and WEAP,2 in (2.3). In this way, the energy distribution is
significantly improved.

2.4 Tripping signal optimization

Based on the aforementioned modified strategy, the energy of the arresters can be theoretically dis-
tributed evenly to avoid any thermal overload. However, the fault current does not strictly remain
the same during the opening of the modules as assumed. The energy difference among modules
still exists, demanding further improvement of this tripping strategy. Moreover, the rated voltage
of arresters and the tripping intervals between each module do not necessarily need to be the same.
These parameters are to be determined in such a way that the voltage withstand capability estab-
lished by the UFD can be optimally utilized at every instant. While ensuring successful opening
of each module, this optimization makes a further improvement on transient performance.

The voltage withstand capability of the UFD is a function of time largely determined by its con-
tact travel curve and insulation medium [29–33]. This capability is built up with the increment
of distance between the contacts [33, 35]. The opening speed of the contacts varies for different
UFDs. The detailed discussion on this topic will be presented in a future work. In this report, a
non-decreasing characteristic of the UFD is generally assumed and depicted in Fig. 2.4. At the
time Module i opens, the inserted voltage established by the arresters is applied to the UFD. At
this moment, the corresponding voltage withstand capability of the UFD should be higher than
this voltage. As shown in Fig. 2.4, the tripping schedule is determined by both the rated voltages
ur and tripping stages N. These two parameters will ultimately influence the system performance
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Figure 2.4: Generic voltage withstand capability versus opening time of the UFD.

metrics, i.e., fault clearance time, overcurrent, overvoltage, and energy absorption.

Typically, a module with a smaller ur can be tripped earlier provided that a smaller additional
withstand capability is required. However, this will result in an increment of the tripping stages.
A large number of stages will add to the complexity of the controller and will potentially lead to
a higher overvoltage. Additionally, the clearance time cannot be further improved with too many
stages involved. To this end, the parameters of the sequential tripping should be selected wisely
considering the trade-offs between different system metrics. An optimization should be performed
to achieve such a balance. In a real application, it is likely that the arresters within the breaker
modules are rated at the same level, for the sake of the simplicity of manufacturing maintenance.
On the other hand, these arresters could be rated at different levels from an economical perspective.
In this report, two optimization approaches are provided with respect to these considerations.

2.4.1 Approach 1

In the first approach, the rated voltage of the arresters of all modules are set to be same. The task
is then to minimize the system performance metrics with respect to this rated voltage ur and the
number of tripping stages N.

In case ur and N are selected, the earliest tripping instants of each module, ti can be determined
from the characteristic of the UFD. To prevent the UFD from failure, Module i should not be
opened until the UFD is able to withstand the voltage inserted by the arresters. As shown in Fig.
2.4, at each instant ti, an additional voltage uri is added on top of the previously accumulated
voltage through the insertion of Module i. Intuitively, the earliest trip instant of Module i is the

34



moment when this accumulated voltage curve intersects with the UFD characteristic curve. With
this approach, ti can be written as

ti = f1(ur,N). (2.4)

The expressions of the current flowing through DC CB, idc and the voltage across DC CB, vdc are
given as

idc = f2(ur,N) (2.5a)
vdc = f3(ur,N), (2.5b)

where these transient functions can be obtained through the time-domain calculation method pro-
posed in this report, as described in detail in Section V. In this way, the system metrics, i.e., peak
overcurrent imax, peak overvoltage vmax, fault clearance time tclear, and energy absorption Wsum, are
given as functions of ur and N as

imax = g1(ur,N), (2.6a)
vmax = g2(ur,N), (2.6b)
tclear = g3(ur,N), (2.6c)

Wsum =
N

∑
k=1

WEAP,i = g4(ur,N). (2.6d)

Each of the four metrics can be used as the objective function for the optimization problem formu-
lated in (2.7).

minimize
ur,N

g(ur,N) (2.7a)

subject to Nmin ≤ N ≤ Nmax, (2.7b)
ur,min ≤ ur ≤ ur,max, (2.7c)
ur ·N ≤ ur,sys, (2.7d)

where g(ur,N) represents one of the system metrics in equation (2.6). Inequalities (2.7b) and (2.7c)
ensure N and ur stay within their reasonable limits. The total rated voltage of the DC CB is limited
by the insulation capability of the system, ur,sys. This constraint is given by (2.7d).

A set of ur and N is obtained by solving the optimization problem (2.7). However, the energy
among N modules are not strictly balanced using the modified sequential tripping strategy. Con-
sidering that the tripping intervals are not necessary to be same, the N− 1 tripping instants t2, t3,
..., tN are open to be manipulated around the previous values to balance the energy. Given ur and
N, each WEAP,i can be written as a function of t2, t3, ..., tN . Solving a set of N−1 energy balanc-
ing equations WEAP,i =WEAP,i+1, i ∈ {1, ...,N−1} with respect to the N−1 tripping instants, the
energy of each module is kept equal.
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2.4.2 Approach 2

In some cases, the arrester within each module can be sized in such a way that the cost is mini-
mized. The ratings of these arresters can thus be determined individually as ur,1, ur,2, ..., ur,N . It
is assumed that the summation of all rated voltages is ur,sys and the number of tripping stage N is
fixed.

Based on the time-domain calculation method provided in Section V, the four system metrics can
be written as functions of the rated voltage of each arrester. The optimization problem is formulated
as

minimize
ur,1,...,ur,N

h(ur,1, ...,ur,N) (2.8a)

subject to
N

∑
k=1

ur,k = ur,sys, (2.8b)

ur,min ≤ ur,k ≤ ur,max,k ∈ {1, ...,N}, (2.8c)

where h(ur,1, ...,ur,N) represents one of the system metrics with respect to ur,i.

2.5 Time-domain Transient Calculation

To optimally size the parameters of the proposed sequential tripping method, the functions g and h
appeared in the optimization problems in (2.7) and (2.8) are derived by a time-domain calculation
method in this report. This method, based on the concept of traveling waves, can be used to ana-
lyze the transient performance of the sequential switching hybrid DC CB in an MTDC system. In
this report, pole-to-pole faults are assumed, which are more severe among DC-side faults.

When a pole-to-pole fault occurs on the line connected to one bus of the MTDC grid, the fault
current is contributed by all adjacent branches, including adjacent lines and the converter connected
to the same bus with the faulty line. Based on the concept of traveling waves, the equivalent circuit
at the terminal of the faulty line is shown in Fig. 2.5. The line is represented by its characteristic
impedance Z0 with the limiting reactor Lcb in series with the DC CB.
The equivalent model of the converter is based on its blocking stage. Prior to its blocking, the
converter is equivalent to an R-L-C circuit, of which the discharging of the capacitor contributes to
the increase of the fault current. Once the IGBTs of the converter are blocked, the flowing path of
the arm current determines the output voltage of the converter.
According to the conducting of the arm currents at each stages of the blocking converter [36], the
converter becomes equivalent to
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UCON =

{
0, t ∈ [tb1, tb2]

3/2Upnu, t ∈ [tb2, tb3]
, (2.9)

where tb1 and tb2 are the beginning of each stage of blocking converter, Upnu is the peak value of
phase-to-neutral voltage of AC voltage. The DC breaker can open at any stage of converter block-
ing according to the delay time tdelay of the UFD, so the transients can be calculated based on the
corresponding model of the converter.

The equivalent model of the sequentially switched hybrid CB with N modules is included in the
circuit, which represents the moment when Module i opens, where i dynamically increases from
1 to N as the modules in the breaker are switched. When each module of the CCP is switched
off, the current is forced from the breaker to the corresponding arrester and the voltage across the
breaker rises very fast until it is clamped by the arrester. These tripped CCP switches along with
their parallel-connected snubber circuits in each module are modelled as an equivalent capacitor
and a reactor in parallel with the arrester. Once the current through the switches reaches zero, only
the arrester remains in the circuit. The arrester is modelled by a nonlinear resistor, as provided in
the PSCAD software by [37]:

if,EAPm = fEAP(uEAPm),m = 1,2, ..., i, (2.10)

where the function fEAP represents a piece-wise linear relationship between the current if,EAPm and
voltage uEAPm of arrester. The sequential switching of the CB continuously adds a new equivalent
model of modules in the circuit until all the modules are turned off. The equations governing the
breaker transient behavior when Module i is switched off are

if,1 = if,CCPi + if,EAPi, (2.11a)

if,CCPi =CCCPi
duCCCPi

dt
, (2.11b)

uEAPi = LCCPi
dif,CCPi

dt
+uCCCPi, (2.11c)

uEAP =
i

∑
m=1

uEAPm. (2.11d)

The transient behavior of the system can be expressed as

2uq = uEAP +Z0if,1 +Lcb
dif,1
dt

+ubus, (2.12a)

ubus = Zaj ∑ if, j +Laj
d∑ if, j

dt
= LCON

dif,CON

dt
+RCONif,CON +uCON,

where ubus represents the voltage at the busbar and uq is the sum of all created incident travel-
ing waves at the terminal of the faulty line. Laj and Zaj represent the equivalent inductance and

37



+

+
_

...
2uq

Z0

Z0

Z0
Z0

LCONiRCONi

Converter Hybrid DCCB

Faulty LineAdjacent Lines

CCONi

Lcb

Lcb

Lcb

if,1

if,CON

if, j

+

_

LCCPn

CCCPn

uEAPn

if,EAPn

if,CCPn

1st

nth

(n-1)th
Lcb

. . .

Figure 2.5: Equivalent circuit of the terminal of the faulty line.

impedance of the parallel adjacent lines.

The expression of the first surge voltage traveling on the faulty line can be solved from the teleg-
rapher’s equation of the traveling wave considering the skin effect at high frequencies [38]:

uq1(z, t) =U0 · erfc(
k

4L
√

t− z/c
· z

c
) ·u(t− z

c
), (2.13)

where c = 1/
√

LC is the propagation speed of the line, u(t) is a step function and erfc(t) is the
complementary error function.
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Figure 2.7: Transients of simultaneous and sequential tripped hybrid CBs: a) bus-side voltage of
the breaker, b) fault current, c) absorbed energy of arresters for simultaneous case and d) absorbed
energy of arresters of sequential case.
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Figure 2.10: Simulation results of the selected scenarios: a) fault current, b) bus-side voltage, c)
absorbed energy in scenario (i), d) absorbed energy in scenario (ii), and e) absorbed energy with
updated time instants.
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Figure 2.11: Fault transient performance variation versus ur1 and ur2: a) maximum fault current,
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Based on the first incident voltage, the reflection coefficient at the terminal of the faulty line Γ1 is
fitted by the reflected voltage solved from the equivalent circuit as shown in Fig. 2.5, where the
module number i can be set as 0, corresponding to the time interval before the breaker starts to op-
erate. Then, for a fault located at a distance l from the terminal of the faulty line, the superposition
of subsequent traveling waves created by the multiple reflects, uq can be estimated by

Γ1 =
uf1

uq1
=

ut1

uq1
−1,ut1 = uq1−Z0 · if,1, (2.14)

uq =
∞

∑
m=0

uq1(l +2ml, t)(Γ1Γ2)
m, (2.15)

where uf1 is the reflected backward voltage and ut1 is the refracted voltage transmitted into the
terminal. The voltages and currents of the system during sequential switching can be computed
by solving (2.10) to (2.12) with the superposition of all the incident waves uq. This analytical
calculation can be used to represent the fault performance and compute the maximum current and
voltage as well as the fault clearance time during a pole-to-pole fault.
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Figure 2.12: Simulation results of the selected scenarios: a) fault current, b) bus-side voltage c)
absorbed energy in scenario (i), and d) absorbed energy in scenario (ii).

2.6 Results

Fig. 2.6 shows the layout of the test system adopted in this report. The test system, which repre-
sents a ±200 kV five-terminal symmetric monopole meshed HVDC grid, is built with reference to
CIGRE benchmark model [39]. The transmission lines include Line34, Line45, Line56 with 300 km
length, and the rest of the lines with 200 km length. DC CBs are located at both ends of each
HVDC link. The detailed configuration of Line56 is depicted in Fig. 2.6(a) while other lines use
a simplified representation. The VSC stations are based on the well-known Modular Multilevel
Converters (MMCs) [40]. Each station is grounded by a star point reactor on AC side to keep the
DC voltage balance. The system parameters are provided in Table 2.2.

In this section, the proposed sequentially tripping strategy is verified in this test system in the

46



PSCAD/EMTDC software environment. The arrester is modeled using the V-I characteristic
shown in Fig. 2.3(d). The transient performance of the proposed sequentially switched hybrid
CB is compared with the conventional one. Based on the calculation results of the optimization
problem, the parameters of the proposed tripping strategies are optimally sized through the two
approaches described in Section 2.4. The results of optimization are also evaluated by simulations
in this section.

2.6.1 Base Case

The base case is tested on Line45N where the positive and negative poles are shorted at 200 km
away from Bus 4. The operation of hybrid DC CB are tested by both simultaneous and sequential
tripping strategies. The waveforms of the currents and voltages, as well as the energy absorptions
are compared in Figs. 2.7(a)-(d). This pole-to-pole fault occurs at t = 0 and reaches the terminal at
t = 1.1 ms. When the fault is detected at t = 2.2 ms, the LCS opens to force the current to the CCP
of the CB. In the simultaneous case, 2 ms is left for full opening of the UFD to withstand transient
recovery voltage of 1.5 p.u. For the four-stage sequential tripping CB, the trip signal for the first
stage is generated at t = 3.3 ms, i.e., 0.9 ms earlier than the simultaneous tripping CB, while the
delay time for each stage is 0.3 ms.

Compared to the abrupt increase of voltage in the simultaneous tripping case, the bus-side voltage
of four-stage CB increases incrementally and is clamped by the arrester at each stage, as shown in
Fig. 2.7(a). The modules can be tripped earlier since the voltage across the UFD is applied step
by step. This voltage helps reduce the voltage across the DC reactor and, consequently, reduce the
rate of rise of fault current in the main circuit.

As shown in Fig. 2.7(b), the maximum current and the clearance time is reduced by sequentially
switched hybrid CB as well. The maximum overvoltage of the system is also lower with the se-
quential tripped hybrid CB. However, compared to the balanced energy distribution of the arresters
in simultaneous case in Fig. 2.7(c), the energy absorbed by the arresters in the sequential tripped
modules is distributed unevenly. As shown in Fig. 2.7(d), the arresters within the earlier switched
modules are inserted earlier in the circuit. These arresters tend to absorb more energy. There-
fore, the proposed sequential tripping strategy should be updated to balance the energy distribution
among modules.

Table 2.2: Converter and grid parameters,

Conv. 1 Conv. 2-5
Rated capacity [MVA] 450 120
Rated DC Voltage [kV] ±200 ±200
Rated AC voltage [kV] 220 220

Operation Mode Setpoints ±200 [kV] −100 [MW]
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2.6.2 Modified Sequential Case

To equally distribute the energy among the arresters in Fig. 2.7(d), the sequential tripping strategy
is modified based on the proposed method in Section III. The tripping signals of the four-stage
CB is rearranged as in Table 2.1, where the four arresters are inserted in the circuit for an equal
duration.

The simulation results in the modified strategy are compared with the normal case in Fig. 2.8. The
waveforms of currents and voltages in the modified case are close to the base case, which means
that the modified sequential tripping reserves the benefits of the original strategy. The energy
absorption in Fig. 2.8(c) shows that the modified strategy balances the energy distribution of the
arresters within the sequentially tripped modules. This is further proved by the data in Table 2.3.
However, since the fault current during each stage is not exactly the same, the first arrester absorbs
more energy than the others.

Table 2.3: Absorbed energy by arresters

WEAP,i [kJ] 1 2 3 4
Normal strategy 117.7 88.9 60.6 36.7

Modified strategy 80.4 75.5 74.9 74.9

2.6.3 Optimized Sequential Strategy

Case 1: In the first optimization approach, the rated voltage, ur of each module are set to be the
same. It is assumed that the voltage withstand capability of the UFD is built up linearly to be 1.5
p.u. of the rated DC voltage at t = 2ms. With the help of time-domain calculation, the four metrics
of the fault performance, i.e, maximum overcurrent, maximum overvoltage, fault clearance time
and absorbed energy with different combination of ur and N are shown in Fig. 2.9.

With the increase of ur, the minimum allowed time delay increases, resulting in higher maximum
overcurrent, higher maximum overvoltage but shorter clearance time. With the same ur, the fault
current goes down to zero much faster and the maximum overvoltage becomes higher as N in-
creases. However, the maximum overcurrent does not change much since the slope of fault current
is changed in the same way. Similar to the trend of clearance time, the absorbed energy decreases
while ur and N increase. When N is too large, the fault is cleared before the last several modules
are inserted. As a result, the absorbed energy remains unchanged when ur and N are large enough.

The results in Fig. 2.9 can be used in the design process to determine the parameters to optimize
any of the system metrics. ur and N can be optimally selected based on the requirements of the
system. Hereafter, two sets of parameters are selected to be compared by simulation studies: (i)
ur = 75 kV, N= 4, and (ii) ur = 55 kV, N= 5. The transient performance of these two scenarios
are compared in Fig. 2.10. The lower ur in scenario (ii) allows the module to open earlier to limit
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the fault current, resulting in a lower maximum overcurrent as shown in Fig. 2.10(a). The total in-
serted voltage and maximum voltage in scenario (i) are larger than scenario (ii) and, consequently,
the clearance time is reduced. The total energy absorbed by the arresters in scenario (i) is 493 kJ,
which is lower than 508 kJ of scenario (ii), as verified by Fig. 2.9(d).

As discussed in Section 2.4, the energy is not strictly balanced with the modified sequential tripping
strategy. This can be observed from Fig. 2.9(d). Based on the values obtained from scenario (ii),
the tripping instants are further improved to balance the energy. The updated energy distribution is
plotted in Fig. 2.9(e).

Case 2: In the second optimization approach, a three-stage tripping strategy is applied while the
total inserted voltage ur,sys is set to be 300 kV. The transient performance of the system is calcu-
lated with different combinations of ur1, ur2 and ur3. The calculation results of the four metrics
are plotted in Fig. 2.11. As shown in Fig. 2.11(a), the rated voltage of first arrester determines
the maximum overcurrent during the operation of the DC CB. With lower ur1, the Module 1 can
be triggered earlier to limit the increase of the fault current and reduce the maximum overcurrent.
The maximum voltage decreases as ur1 increases. When ur1 remains the same, the clearance time
decreases and then increases while ur2 increases. The total energy absorbed by the arresters is also
presented in Fig. 2.11(d), which tends to decrease with the increase of ur1 and ur2.

This approach helps determine the parameters for those systems that are flexible in using different
rated arresters. To demonstrate the design process, two scenarios are selected as following: (i)
ur1 = 40kV, ur2 = 200kV, ur3 = 60kV; and (ii) ur1 = 160kV, ur1 = 100kV, ur1 = 40kV. The
simulation results of the two scenarios are provided in Fig. 2.12. The system metrics are compared
in these two scenarios. It is verified that the results presented in Fig. 2.11 provide a solid guidance
for the design process.

In the second optimization approach, the ratings of the arrestors are considered to be non-identical.
As a result, the voltages inserted into the circuit are not the same anymore. In this case, the energy
distribution should no longer be balanced based on the same modified sequential strategy shown in
Table 2.1. The arresters, which are rated at higher voltages and are tripped earlier, tend to absorb
more energy as shown in Figs. 12(c) and (d).

2.7 Conclusion

In this report, a sequential tripping scheme for the hybrid CB is proposed to improve the DC
fault transients in the MTDC grids. The proposed strategy sequentially trips the breaking mod-
ules within the CB to reduce the fault performance metrics including maximum fault current and
fault clearance time compared to the conventionally tripped CBs. A modified sequential tripping
strategy is then proposed to equally distribute the energy among the arresters. In addition, two ap-
proaches to optimally design the rating and determine the number of breaker modules are proposed
to further improve the transient performance. Performance of the proposed sequential strategy is
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verified by simulation studies conducted on an MTDC system based on the PSCAD/EMTDC soft-
ware environment. Compared to the simultaneous tripping case, the sequential tripping strategy
reduces the clearance time and relieves the overvoltage and the overcurrent stresses on the sys-
tem. The energy distribution of the arresters among these modules is balanced by rescheduling
the tripping sequence in the modified strategy. Finally, with the help of a time domain approach
considering the traveling wave phenomenon, the rated voltage of the arresters and the number of
the stages are optimally designed through two approaches and the selected scenarios are tested by
simulations.
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3. Optimum Selection of Circuit Breaker Parameters based on Analytical Cal-
culation of Overcurrent and Overvoltage in Multi-terminal HVDC Grids

3.1 Introduction

The point-to-point High Voltage DC (HVDC) transmission is a mature technology with many in-
stallations around the world [41–43]. Over the past few years, the evolution of power electric
converter technology has enabled the HVDC technology to further enhance reliability and func-
tionality and reduce cost and power losses. Concomitantly, significant changes in generation,
transmission, and loads such as integration and tapping renewable energy generation in remote
areas, increasing transmission capacity, urbanization and the need to feed the large cities have
emerged [42]. These new trends create the need for Multi-Terminal DC (MTDC) systems, which
when embedded in the AC grid, can enhance stability, reliability, and efficiency of the present
power grid [41].

Amid the optimism surrounding the benefits of MTDC grids, their protection against DC-side
faults remains one of the major technical challenges. While the protection of two-terminal HVDC
systems can be fulfilled by relying on converter controls and AC circuit breakers (CBs), proper pro-
tection of the MTDC grids necessitates the DC CBs to selectively isolate the faulty DC line/cable
without interrupting the entire system. Among the proposed DC CBs [44], the hybrid solid-state
CB [44, 45] is one of the most promising options as its current breaking time is in the order of
a few milliseconds while its conduction losses during normal operation are low [44]. However,
incorporating such DC CBs into the MTDC grid adds another level of complexity as the DC short
circuit current increases with commensurate increase in transient overvoltage stress, current limit-
ing reactor and energy absorption capability of arresters. To determine the fault clearing capability
and performance of these DC breakers, there is a need for (i) an accurate method to estimate the
maximum overcurrent, transient overvoltage stress and energy absorption, and (ii) an optimal pa-
rameter selection method to size the CB components to achieve satisfactory performance.

In calculating the fault response, several approaches have been proposed. A three-stage short-
circuit current calculation method, using the lumped π-section cable model, is reported in [47,48].
Although the three-stage method is helpful to understand the behavior of the DC system after
the fault, it is not sufficiently accurate within the first few milliseconds when the maximum fault
current and over voltage occur. Considering the travelling wave phenomena, the authors in [49]
derive the time-domain solutions of the fault current contributed by DC capacitors. Based on the
response of frequency-domain models, fault behavior in multiple MTDC configurations have been
studied in [50]. However, only the first travelling wave is taken into account in both [49] and [50].
Subsequent reflected and transmitted waves are important in estimating the maximum transient
overvoltage. To this end, detailed and accurate calculation of subsequent traveling waves is neces-
sary.
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Once a quantitative estimation of maximum fault current, overvoltage, clearance time and energy
absorption in arresters is obtained, optimum selection of the CB components can be attained. The
authors in [51,52] investigate the operation of hybrid CBs and develop a parallel genetic algorithm
in the MATLAB-EMTP environment to select breaker parameters. However, a large number of
parallel processors are required to reduce the computation time even when dealing with simplified
models of the point-to-point HVDC systems. This computation stress limits the applicability and
expansion of the method to larger MTDC systems.

In this report, a time-domain approach is proposed to analytically calculate the transient response
of the MTDC system during a DC fault by considering all the corresponding travelling waves.
Based on the analysis, the fault behavior within the first few milliseconds is analytically mod-
elled, and consequently, breaker parameters including operation delay, current limiting reactor and
arrester can be optimally sized. In that regard, a multi-objective design optimization problem is
formulated to explore the Pareto-optimal fronts of the transient response of the system versus the
breaker parameters and to establish trade-offs among the breaker parameters and fault transient
response. Finally, time-domain simulations in the PSCAD/EMTDC environment are performed to
evaluate the accuracy and performance of the proposed method.

3.2 Test Multi-terminal HVDC System

Fig. 3.1(a) shows the layout of the test system adopted in this report. It represents a ±200 kV
five-terminal symmetric monopole meshed HVDC grid, constructed from the CIGRE benchmark
model [53]. The DC lines Line34, Line45, Line56 are 300 km long while the rest are 200 km long.
DC CBs are located at both ends of each HVDC link. In Fig. 3.1(a), for the sake of simplicity,
the Line56 is represented with its associated breakers at its two ends, while the other lines simply
show the connections between the buses. The VSC stations use the well-known Modular Multi-
level Converters (MMCs) [54].

The DC CBs, e.g., CBi jK , used in the test system of Fig. 3.1(a) are based on the widely accepted
hybrid solid-state CB [55] with a detailed model presented in Fig. 3.1(b). The breaker is mainly
comprised of parallel connection of the nominal current path (NCP), which is formed by a load
commutation switch (LCS) in series with an ultra-fast disconnector (UFD), the current commuta-
tion path (CCP), which consists of multiple semiconductor devices named the main breaker, and
the energy absorption path (EAP), to limit the voltage and absorb the residual energy when the
main breaker is switched off. A series-connected current limiting reactor Lcb is also included in
the CB to limit the rate of rise of the fault current. The residual breaker is used to isolate the fault
and to prevent the arrester banks from thermal overload.

Subsequent to a DC-side fault, upon detection of the fault, the breaker trip signal is generated. The
LCS is blocked immediately and the current is forced to the main breaker. After a certain time
delay for the UFD to establish voltage withstand capability, the main breaker is switched off and
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the current is transferred to the EAP. Due to the energy stored in the circuit inductance, the voltage
of main breaker increases very fast until it is clamped by the surge arrester. With the insertion of
the arrester, the circuit impedance is increased and thereby the fault current is reduced.
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Figure 3.1: a) Layout of the MTDC grid test system and b) circuit diagram of the hybrid CB with
its three paths.

3.3 Analytic Fault Transient Approximation

There are mainly two types of DC faults on the DC network, i.e., pole-to-ground and pole-to-
pole faults. Compared to the former one, the latter is more severe because of its larger fault
current [41, 50]. While the focus of this report is on a pole-to-pole fault, the analysis and develop-
ments are equally applicable to a pole-to-ground fault as well. Although the discharging circuit of
a pole-to-ground fault is quite different, the principle and the method to build the equivalent circuit
and the procedure to calculate fault transients for both cases are the same.

The layout of one terminal (Busi) of the MTDC grid is shown in Fig. 3.2. A pole-to-pole fault is
assumed to be on cable Linei1. The adjacent cables on Busi are denoted as Linei j, j /∈ {1, i}. The
fault current, i f ,1 is broken down into two parts, i.e., i f ,CON and ∑ j/∈{1,i} i f , j, which are contributions
from converter and adjacent cables, respectively. The incident surge ei is transmitted to Busi and
reflected as er, resulting in a fast voltage drop on the terminal. The detailed analysis of this traveling
wave phenomenon, which has a significant impact on fault transients, is presented as follows.

3.3.1 Frequency-domain Expression of Traveling Waves

When the positive and negative poles are shorted at a certain distance from the terminal of the
transmission line, the voltage surge generated at the fault location starts travelling to both ends
of the faulty line. For a uniformly distributed lossy transmission line, the relationship of voltage
v(z, t) and current i(z, t) at position z from the fault location is described by telegrapher’s equations.
In frequency domain, they yield the second-order differential equations expressed by:
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Figure 3.2: Fault current contributions during a pole-to-pole fault at Busi.

d2V (z)
dz2 = γ

2(s)V (z), (3.1)

d2I(z)
dz2 = γ

2(s)I(z), (3.2)

where γ =
√

Z(s)Y (s) is the propagation constant of the transmission line. Z(s) and Y (s) are line
series impedance and shunt admittance, respectively. The solution to (3.1) and (3.2) is

V (z) =V+(z)+V−(z) =V+
0 e−γz +V−0 e+γz, (3.3)

I(z) = I+(z)+ I−(z) =
V+

0
Z0

e−γz−
V−0
Z0

e+γz, (3.4)

where Z0(s) =
√

Z(s)/Y (s) is the characteristic impedance of the transmission line. Equations
(3.3) and (3.4) are general expressions for traveling waves. V+(z) and V−(z) represent the forward
and backward waves at point z, respectively.

The fault generated traveling waves include high-frequency components. A reasonable approxi-
mation of cable impedance is Z(s) = L · s+K

√
s, where K is the skin effect factor [55]. The shunt

capacitor C is constant and the inductance is assumed constant at high frequencies.

Assuming an initial voltage step V0 at the fault location on an infinite-length cable, the backward
wave V− is zero while the incident wave can be expressed by [56]:

V+
1 (z) =

V0

s
exp(
−z
c

s− Kz
2Lc

s1/2), (3.5)
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Figure 3.3: Lattice diagram for traveling waves of a faulty cable.

where c = 1/
√

LC is the propagation speed of the cable [49].

With the first incident wave described by (3.5), the subsequent traveling waves on a finite-length
cable can be also derived. The fault generated incident wave will be reflected at the terminal
because the impedance changes to Z1, including the series current limiting reactor Lcb in the DC
CB and the equivalent impedance seen by the terminal. This reflected wave will be reflected again
once it arrives at the fault location. These reflections are depicted in the lattice diagram in Fig.
3.3. Thus, within the first few milliseconds when the breaker has not opened yet, the voltage at the
breaker, Vi1(l), can be expressed as the superposition of several forward and backward traveling
waves as

Vi1(l) =
∞

∑
m=0

V+
1 (l)(1+Γ1)(Γ1Γ2)

m, (3.6)

where Γ1 and Γ2 are the reflection coefficients at the terminal and fault location, respectively. The
reflection coefficients are given by

Γ1 =
Z1−Z0

Z1 +Z0
, Γ2 =−1, (3.7)

Z1 = sLcb +ZCON//Z2, (3.8)

where ZCON and Z2 represent the equivalent impedance of the converter and the adjacent cables,
respectively, as illustrated in Fig. 3.2. Although the transfer function of the subsequent waves with
the reflection coefficients in frequency domain can be written directly, it is not trivial to derive the
analytical expressions in time-domain, especially for meshed DC grids. To analyze the transient
performance of the system, time-domain estimation of the traveling waves is necessary.
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3.3.2 Time-domain Estimation of Traveling Waves

As shown in Fig. 3.2, a pole-to-pole fault occurs on Linei1 connected to terminal (Busi) of the
MTDC grid. The time-domain expression for the surge voltage traveling towards Busi can be
attained by solving (3.5) as [57]:

v1(z, t) =V0 · erfc(
K

4L
√

t− z/c
· z

c
) ·u(t− z

c
), (3.9)

where u(t) is a step function and erfc(t) is the complementary error function.

The equivalent circuit for the traveling wave at the terminal of Linei1 is shown in Fig. 3.4(a),
where uq is the incident wave arriving at the terminal before the CB. Based on Peterson’s rule, uq
is doubled and set as the voltage source in equivalent circuit of Fig. 3.4(a). The equivalent circuit
is composed of the parallel branches connected to Busi. The cable Linei j is represented by its
characteristic impedance Z0, with the limiting reactor Lcb,ij in series with the DC CB on this line.
Subsequent to a fault occurrence, the converter is not immediately blocked and can be represented
by an R-L-C branch [58]. The reflection coefficient at the terminal of the faulty cable Γ1 can be
estimated in time domain by

Γ1 =
uf

uq
=

ut

uq
−1,

ut = uq−Z0 · if,1,
(3.10)

where, uq is the first incident voltage arriving at the terminal with the time-domain expression
described in (3.9), uf is the reflected backward voltage and ut is the refracted voltage transmitted
into the terminal. The fault current if,1 is contributed by the converter capacitance and the adjacent
cables discharge, denoted as if,CON and if, j respectively, yielding

if,1 = if,CON + ∑
j/∈{1,i}

if, j =CCON
duCCON

dt
+ ∑

j/∈{1,i}
if, j. (3.11)

The differential equations governing the behavior of the equivalent circuit are expressed by

2uq = Z0if,1 +Lcb,i1
dif,1
dt

+ubus,

ubus = Z0if, j +Lcb,ij
dif, j
dt

= LCON
dif,CON

dt
+RCONif,CON +uCCON,

(3.12)

where ubus represents the voltage at the busbar. Therefore, the reflection coefficient can be com-
puted based on the solution of (3.12). As shown in Fig. 3.4(b), due to the increase of if,1, Γ1
decreases over time, which can be fitted as a linear function of time. As the network remains the
same, the approximate reflection coefficient is used for the rest of the waves. Consequently, the
superposition of all the incident waves at the terminal of the faulty cable yields:
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Figure 3.4: a) Equivalent DC circuit under a pole-to-pole fault; and b) the reflection coefficient at
the terminal of the faulty cable.

uq =
∞

∑
m=0

umq =
∞

∑
m=0

v1(l +2ml, t)(Γ1Γ2)
m. (3.13)

Upon detection of a DC fault, the converter is blocked. The blocking signal generated by DESAT
protection of the converter switches is faster than any other protective action. In this report, 1 ms
is added to the signal of fault detection to represent the time delay in real system [59]. At the same
time, the trigger signal for DC breaker is generated and the current starts to commutate to the main
breaker. Then, after a delay, the main breaker opens to clear the DC fault. Based on the operation
of DC breaker, the analysis and calculation are divided into three stages, and based on the state of
the converter, the time interval before the main breaker opens can be subdivided into three stages,
of which the equivalent model of converter are different. Based on the time-domain estimation of
the traveling waves for the pole-to-pole fault at distance l from Busi on Linei1, as shown in Fig.
3.2, the following transient response of the system during the fault clearance can be calculated by
using the equivalent circuit at each stage, of which the maximum fault current and the maximum
voltage can be determined.

Stage 1: before the main breaker opens (t0 ≤ t ≤ t1): The fault occurs at t = 0 and the first wave
reaches the terminal of the faulty cable at t = t0. Once the fault is detected and the trip signal is
generated, the DC breaker starts to operate and the fault current is commutated from the LCS to
the main breaker. Next the UFD opens. Subsequently, the main breaker opens after a delay tdelay,
which is equal to the summation of the fault detection time and the turn-off time of NCP. Thus, the
time at which the main breaker opens is t1 = t0 + tdelay. The converter is blocked when the fault is
detected. Thus, this stage can be divided into the followings:

A) discharging (t0 ≤ t ≤ tb1): As the fault detection delay is tdetect, the blocking time of the con-
verter is tb1 = t0 + tdetect. The equivalent circuit of this stage is the same as the one shown in Fig.
3.4(a). The only difference is in the value of uq. Instead of using only the first incident wave,
all subsequent waves are considered in Stage 1. The superposition of these waves is calculated in
(3.13). Prior to blocking, the discharging of the capacitors in the converter contributes to the fault
current, which is modeled as an equivalent R-L-C circuit.
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Figure 3.5: Conducting arms of the MMC: a) Stage 1B and b) Stage 1C.

B) diode free wheeling (tb1 ≤ t ≤ tb2): The DC components of the arm currents increase rapidly
in the discharging stage. The arm currents are all below zero at the time the IGBTs are blocked,
so the current flows through diode D2 in each submodule and starts to decrease, as shown in Fig.
3.5(a). This stage continues until current zero crossing occurs in any arm of the converter. The DC
voltage of the converter can be equal to zero while the AC side contributions are balanced and sum
to zero. In each arm, the arm current contains an increasing AC component and a decreasing DC
component, which is used to determine the end of this stage. The equivalent circuit in this stage is
shown in Fig. 3.7(a), where Uconi = 0.

（a） Time

tb t! t t" t#tb"

Stage 1(A) 1(B) 1(C) 2 3

（b） Time

tb t! t t" t#tb"

Stage 1(A) 1(B) 1(C) 2 3

Figure 3.6: The waveforms during DC breaker operation: a) current on each branch of DC CB and
b) bus-side voltage of DC CB.
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C) diode rectifier (tb2 ≤ t ≤ t1): At this stage, as shown in Fig. 3.5(b), three arms are conducting
from the upper and lower arms of different phases. Thus, by converting this connection of the three
phases of the AC voltages, the converter becomes equivalent to a voltage source. To simplify the
calculation, the same equivalent circuit as in Stage 1B can be applied, where

UCONi =
3
2

Umaxp, (3.14)

where Umaxp is the peak phase-to-neutral voltage. The converter is blocked until the fault is iso-
lated, thus the model of the converter stays the same in the following stages. During this stage,
fault current continues to increase until the main breaker opens at t = t1, so the maximum current
Imax can be obtained based on the solution of (3.11) and (3.15).

2uq = Z0if,1 +Lcb,i1
dif,1
dt

+ubus,

ubus = Z0if, j +Lcb,ij
dif, j
dt

= LCON
dif,CON

dt
+RCONif,CON +UCONi.

(3.15)

The fault current if,1 and bus-side voltage vca during DC breaker operation in Stage 1 are shown
in Fig. 3.6. As shown, the bus-side voltage of DC breaker drops below zero at t0 and the fault
current if,1 continues to increase until the main breaker opens at t = t1. The increase rate of the
fault current becomes much lower when the converter is blocked at tb1, as shown in Fig. 3.6(a).

Stage 2: current commutation to the arrester (t1 ≤ t ≤ t2): When the main breaker is switched
off at t = t1, the transient voltage across the main breaker rapidly increases until the arrester starts
to conduct and clamps the voltage. The fault current in the main breaker is forced to the arrester
and finally reaches zero at t = t2. As shown in Fig. 3.6, Stage 2 starts at t = t1, i.e., the moment
the main breaker opens. The current i f ,CCP decreases to zero and i f ,EAP increases rapidly when the
voltage across the arrester reaches its rated voltage. The equivalent model of the DC breaker during
Stage 2 is shown in Fig. 3.7(b). The main breaker is equal to an equivalent capacitor CCCP and an
equivalent inductance LCCP when the IGBTs are switched off. The nonlinear V-I characteristics of
the arrester can be expressed as the fitted curve by:

if,EAP = k ·uα
EAP, (3.16)

where k and α are the constants of the arrester and the voltage uEAP is equal to the voltage across
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Figure 3.8: Voltage at the terminal of the faulty cable with different fault location.

the main breaker, which is charged by its current if,CCP. Hence, the equations governing the breaker
transient behavior are:

if,1 = if,CCP + if,EAP, (3.17a)

if,CCP =CCCP
duCCCP

dt
, (3.17b)

uEAP = LCCP
dif,CCP

dt
+uCONi. (3.17c)

KVL for the circuit of Fig. 3.7(b) yields

2uq = uEAP +Z0if,1 +Lcb,i1
dif,1
dt

+ubus. (3.18)

The elevation of voltage across the DC breaker also causes over voltage on the bus-side voltage of
the breaker, of which the maximum voltage Vmax occurs at the time the arrester starts to clamp the
voltage, as shown in Fig. 3.6(b). By solving (3.16) to (3.18) in this stage, Vmax can be found from
the numerical solutions of the voltage.

Stage 3: fault current down to zero (t2 ≤ t ≤ t3): After the main breaker completely opens at
t = t2, the increase impedance of the arrester forces the DC fault current to rapidly decrease. As
shown in Fig. 3.6, the bus-side voltage of DC breaker is clamped and the current i f ,EAP decreases
until reaches zero at t = t3, which is the end of the breaker operation. Thus, in Fig. 3.7(b), the
equivalent circuit of the CCP is removed and only the arrester remains connected in the equivalent
circuit during Stage 3. The currents and voltages during Stage 3 can be computed by the same
method in Stage 2. The time from t2 to t3 is called the breaking time, tbreaking, of the DC breaker.
The operation time of the DC breaker, defined as tclear, is from t0 to t3. Subsequently, the energy
absorbed by the arrester, WEAP, can be computed by

WEAP =
∫ t3

t0
uEAP,iif,EAPdt. (3.19)

3.3.3 Estimation of the Worst-case Fault Location

Based on the aforementioned time-domain analysis, Imax, Vmax, tclear and WEAP can be obtained
from the numerical solutions for the fault at distance l from the terminal, which are taken as the
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metrics for optimum selection of the DC breaker parameters. Since the fault can happen anywhere
on the cable and the distance of the fault location has an impact on Imax, Vmax, tclear and WEAP,
it is necessary to indicate the fault location for the worst case scenario with maximum Imax and
Vmax. The worst-case fault location problem has been investigated in [60] [61]. However, the
relationships between fault location and fault metrics have not yet been analyzed. Additionally,
the worst-case distances of the transmission lines that are shorter than the critical distance are not
calculated. The following analysis fills this gap and provides a guidance for the optimal selection
of system parameters.

For pole-to-pole faults at different distance l, the waveforms of the voltage at the terminal of the
faulty cable are shown in Fig. 3.8. As shown, several reflections result in several voltage peaks.
The duration of each reflection is τ = 2l/c. The increase rate of fault current depends on the volt-
age across Lcb. If the voltage wave uq is at the lower peak, the increased voltage across Lcb results
in a higher rate of increase of the fault current. On the contrary, during the duration of uq at the
higher peak, the fault current increases slowly due to the reduced voltage difference across Lcb.

The maximum current within the time interval tdelay changes with the fault location. The relation-
ship between the maximum current Imax and l is as follows:

• If l > tdelayc/2, which corresponds to tdelay < τ , the increase rate of the fault current is
at a high level. Considering the attenuation of the propagation wave, a lower distance l
results in a higher di/dt and subsequently a larger Imax. Thus, the worst fault location with
maximum current is when τ = tdelay. This location, which is l0 = tdelayc/2, is defined as the
characteristic length.

• If tdelayc/4 < l < tdelayc/2, which corresponds to τ < tdelay < 2τ , there will be an interval in
which the current increases slowly and the duration of this interval increases with l. There-
fore, as l increases, Imax decreases.

• When the fault is located closer to the terminal in the next interval, as mentioned earlier, the
longer the duration of the lower peak of the wave uq is, the higher Imax is. If the fault location
is too close to the terminal, τ becomes much less than tdelay and the time interval with higher
increase rate can be regarded as equal to half of tdelay. Hence, Imax increases with shorter l
due to the attenuation of uq.

Furthermore, at a fault location with a larger maximum current, when the main breaker opens, the
next increasing reflection adds to the voltage generated by the breaker, causing a higher maximum
overvoltage. The relationship between the maximum voltage Vmax and l is similar to Imax. For
optimum parameter selection, Imax and Vmax should be calculated for the worst case scenario,
which is when the fault occurs at the defined characteristic location l0 on the faulty cable. In
addition, if the length of the cable is lower than l0, the fault location should be given by comparing
the possible peak values.
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Figure 3.9: Calculated and simulated results: Case 1: a) calculated currents; b) simulated currents;
c) fault current i f ,43; d) cable-side voltage v41; and e) the bus-side voltage v42; Case 2: f) calculated
currents; g) fault current i f ,54; h) bus-side voltage v52; and i) energy absorption WEAP.

3.4 Parameter Optimization

The maximum current and voltage, clearing time, and as well as energy absorption in arresters are
critical in system protection and fast recovery from DC faults. These metrics are influenced by the
parameters of the DC breaker components, which should be optimally selected when designing the
system. Among all the parameters of the DC circuit breaker, the current limiting reactor, the rated
voltage of the arrester and the delay time are of the most critical factors influencing the breaker
performance. The current limiting reactor is used to limit the maximum current within the inter-
ruption capability of the DC breaker. The rated voltage of the arrester determines the overvoltage
level and the decrease rate of the fault current directly. The delay time, which is limited by the
opening speed of the UFD, is always one of the most important determinants of the operation time
of the DC breaker.

Due to the different influence of each parameter on the transient response, it is difficult to select
an optimal combination of them. The series-connected current limiting reactor of the DC breaker
can limit the increase rate of fault current. However, it ironically impacts the maximum voltage
by increasing the reflection coefficient and lengthening the interruption time of the CB. In addi-
tion, the reactors in the adjacent cables can also influence the overcurrent and overvoltage. The
increase of the delay time for the UFD before the main breaker opens, can increase the maximum
current. However, the maximum voltage also depends on the traveling wave during the time delay.
Furthermore, reducing the rated voltage of the arrester can reduce the overvoltage to a lower level.
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However, it will lengthen the operation time of the breaker.

Therefore, all the trade-offs among Imax, Vmax, tclear and WEAP should be taken into the optimization,
which requires help of quantitative calculation. In this report, the proposed time-domain method
for transient response and the genetic algorithm are used to solve the optimization problem. The
process includes the followings:

• Based on the detailed analysis during the fault clearance process presented in Section III,
Imax, Vmax, tclear and WEAP can be obtained from the numerical solutions. Imax, Vmax, tclear
and WEAP are nonlinear functions of the parameters Lcb,i1...Lcb,ij, tdelay and Ur, which can be
expressed by

fm(x),m = 1,2,3,4; (3.20a)
x = [Lcb,i1...Lcb,i j, tdelay,Ur]; (3.20b)

Imax = f1(x); (3.20c)
Vmax = f2(x); (3.20d)
tclear = f3(x); (3.20e)
WEAP = f4(x); (3.20f)

where Lcb,i1...Lcb,ij represent the reactors in the faulty cable and the adjacent cables. In the
practical MTDC systems, the reactors of different lines might be different and need to be
optimized independently at the same time.

• The bound of each parameter is based on the voltage class and rated power of the system.
These bounds, which are determined by the cost, insulation coordination, etc., can be ob-
tained from the specifications of a real system. The current limiting reactor should be large
enough to limit the maximum current within the interruption capability of the DC breaker.
However, it is constrained by the cost and volume. The range of the rated voltage of the
arrester is based on the insulation level of the DC lines. The delay time of the DC breaker is
mainly limited by the opening speed and the voltage withstanding capability of the UFD.

• The multi-objective problem, which aims to minimize the Imax, Vmax, tclear and WEAP by
optimal selection of the parameters within their bounds, can be formulated as

minimize
x

fm(x) (3.21a)

subject to WEAP,1 =WEAP,2 = ...WEAP,N , (3.21b)

xL
i ≤ xi ≤ xU

i , i = 1,2, ...,n. (3.21c)

where x = [Lcb,i1...Lcb,ij, tdelay,Ur], and fm(x) represents the metrics Imax, Vmax, tclear and
WEAP with respect to the variables Lcb, tdelay and Ur. In addition, for the sake of convenience
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for computation, it is assumed that all the reactors are identical and denoted by Lcb in this
report. The genetic algorithm is then applied to compute Pareto-optimal sets for (3.21).

• By the genetic algorithm, a set of solutions of this multi-objective problem can be obtained
with the corresponding metrics. Although the metrics are not minimized at the same time,
the optimal parameters can be selected from the solutions according to the requirements of
the system protection. Some of the metrics can be the minimum while others are limited
within their specified ranges.

3.5 Study Results

In this section, the MMC-MTDC system of Fig. 3.1 is built in the PSCAD/EMTDC software
environment for time-domain simulations with frequency-dependent, distributed cable model. To
evaluate the degree of accuracy and examine the validity of the calculations based on the equivalent
circuits, the calculation results are compared with the corresponding results obtained from the exact
model of the study system in the PSCAD. The main parameters of the system are listed in Table
3.1. The distributed parameters of the cable used in the calculations are from the PSCAD Line
Constants Program at the frequency of 0.1 MHz [49], which is based on the fact that the high
frequency range of propagation matrix quantities are almost constant. Considering the skin effect
at high frequency, the characteristic impedance is Z0 =

√
(sL+K

√
s)/(sC) ≈

√
L/C. The skin

effect factor K = RHF/
√

π · fHF.

Table 3.1: Converter and grid parameters,

Conv. 1 Conv. 2-5
Rated capacity [MVA] 450 120
Rated DC Voltage [kV] ±200 ±200
Rated AC voltage [kV] 220 220

Operation Mode Setpoints ±200 [kV] −100 [MW]

3.5.1 Evaluation of the Transient Analysis

Case 1: The positive and negative poles are shorted at a distance of 200 km from Bus4 on Line34.
The breakers CB43 and CB34 operate once the trip signals are generated. In this case, the current
limiting reactors Lcb are equal to 100 mH and tdelay is set at 4 ms. The switching voltage of the
breaker is usually designed from 1.2 pu to 1.5 pu with considering fast current interruption and
insulation level [45] [52]. Therefore, the rated voltage of arresters in DC breakers is set at 300 kV.
The fault current if,43, the current contributed from the converter if,CON4 and the current from the
adjacent cable if,54 are measured in the simulation. The cable-side and the bus-side voltages of the
DC breaker are also recorded as v41 and v42, respectively.

The waveforms of the corresponding current and voltage from calculation based on the equivalent
circuit model are compared with the simulation results in Fig. 3.9. The fault occurs at t = 0ms
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Figure 3.10: Calculated results for Imax, Vmax, tclear and WEAP with one parameter being changed:
(a-1)-(a-4) objectives vary with Lcb; (b-1)-(b-4) objectives vary with tdelay; and (c-1)-(c-3) objec-
tives vary with Ur.

and reaches the terminal at t = 1.08ms. The fault current through the DC breaker increases very
fast. Based on the computed and the simulated currents shown in Figs. 3.9(a) and (b), the current
of the faulty cable is contributed by the converter and the adjacent cable. The increase rate at the
first stage, which is determined by the voltage across Lcb, is quite high because the voltage at the
cable side of the breaker, v41, drops below zero due to the first reflection at the terminal, shown
in Fig. 3.9(d). When the converter is blocked at t = 2.53ms, the increase rate is much lower
due to the decrease of current from converter. During the next stage, on one hand, the equivalent
voltage source of the converter contributes to the increase of the fault current. On the other hand,
the voltage v42 at the second reflection limits its increase rate. Therefore, the fault current does
not increase any longer during this interval and reaches its maximum value at the end of the first
reflection at t = 3.24ms. At t = 5.53ms, the main breaker opens and the voltage across it rises very
fast because of the restored energy in the inductance of the DC circuit. Consequently, as shown in
Fig. 3.9(e), the voltage at the bus side of DC breaker v42 increases as well until the arrester clamps
the voltage. The maximum voltage is mainly based on the rated voltage of the arrester Ur. The
voltage v41 at its second reflection can also increase the maximum voltage of v42. In this stage, the
counter voltage forces the fault current to decrease until it reaches zero. So, a higher Ur causes a
higher maximum voltage and a larger decrease rate of current, thereby reducing the fault clearance
time.

Figs. 3.9(c)-(e) show a close agreement between the exact response obtained from the PSCAD /
EMTDC model and that of the calculated one from the equivalent circuit. Since the computation
is based on the high-frequency model, the differences with the simulation occur at the later stage
of the wavefront. Consequently, the maximum current and the maximum voltage are slightly
larger than the simulated ones. However, in view of the safety margin of fault protection, this is
acceptable in the parameter optimization algorithm.

Case 2: The objective of this case, performed at Bus5 with three cables connected in parallel, is
to examine the applicability of the calculation method to several adjacent cables in a complex net-
work. In this case, Lcb=100 mH and the delay time tdelay=3 ms, so the worst case is taken with a
pole-to-pole fault at 275 km, i.e., the characteristics length l0, from Bus5 at Line45.
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The comparison of the calculated and simulated results is shown in Fig. 3.9. Based on the currents
from calculation and simulation shown in Figs. 3.9(f) and (g), respectively, the fault current if,54
is the summation of the currents from converter and the adjacent cables. The increase rates of the
current from adjacent cables, if,25 and if,65, are the same due to the same Lcb and Z0. Prior to open-
ing the main breaker, the cable-side voltage of the breaker v51 is mainly at the first reflection. Thus,
the fault current if,54 keeps increasing fast in this interval, except the duration with lower increase
rate at the stage after converter blocking, because of the large voltage difference across Lcb. At the
moment the main breaker opens at t = 4.75ms, voltage v51 starts to increase at its second reflection.
Therefore, the voltage on the bus side of DC breaker v52 equals to the superposition of v51 and the
voltage across the DC breaker, resulting in the most severe overvoltage of v52. This confirms that
not only the limiting reactor and the rated voltage of the arrester impact the transients, but also the
delay time before main breaker opens, influences the maximum current and the maximum voltage,
which determines the fault location of the worst case and the increasing time of fault current. At
the moment when the voltage across the main breaker reaches the rated voltage, the arrester starts
to conduct and absorb the residual energy, as shown in Fig. 3.9(i).

3.5.2 Optimum Parameter Selection of the Breaker

As demonstrated earlier, the parameters of the system and the DC breaker have significant impacts
on the transient performance during the fault clearance. The current limiting reactor Lcb, the delay
time of the breaker tdelay and the rated voltage Ur are taken as the parameters to be optimized in
this report. With the algorithm shown in Section III, the objectives including the maximum current
Imax, the maximum voltage Vmax, the operating time tclear and the energy absorption WEAP during
breaker operation are written as functions of these variables. Based on the layout of Bus4 in Case
1, three sets of parameters are chosen:

• Lcb = 100mH, tdelay = 3.0ms, Ur = 350kV.

• Lcb = 50mH, tdelay = 2.0ms, Ur = 250kV.

• Lcb = 200mH, tdelay = 2.5ms, Ur = 450kV.

For each set of parameters, calculations for Imax, Vmax, tclear and WEAP are made by changing one
variable. The relationship between the objectives with each variable is analyzed with the results
shown in Fig. 3.10.

As shown in Fig. 3.10(a-1), by increasing Lcb, the increase rate of the fault current and conse-
quently the maximum current is reduced. Due to the increase of Lcb, on one hand, the voltage
generated by the reactor to limit the current increases. On the other hand, the larger Lcb causes a
larger reflection coefficient, resulting in a lower voltage at the terminal. Consequently, as shown in
Fig. 3.10(a-2), with the increase of Lcb, the maximum voltage first increases and then decreases.
The operation time increases due to the reduced decrease rate of current with a larger Lcb after
the main breaker opens, as demonstrated in Fig. 3.10(a-3). The energy absorption, shown in Fig.
3.10(a-4), increases with the increase of Lcb when Lcb is lower than 100 mH. As the red curve
shown in Figs. 3.10(a-3) and 3.10(a-4), the fault is hard to clear when the reactor is too large
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Figure 3.11: Pareto-optimal front of the feasible objective space.

with a much lower Ur. It is shown in Fig. 3.10(b-1) that a longer tdelay provides a longer time for
increase of current, which results in a larger Imax. When the delay time increases, the characteristic
length l0 increases and the attenuation of the surge voltage decreases the voltage drop after the
fault. Thus, Vmax shown in Fig. 3.10(b-2) increases with the increase of tdelay. The increase is more
pronounced when tdelay is lower because the surge voltage attenuates faster at a closer distance.
The operation time in Fig. 3.10(b-3) shows that a longer tdelay results in a longer tclear. Also, the
energy absorption WEAP increases with the increase of tdelay. Although increase of Ur does not
have a significant impact on Imax, it directly increases Vmax and reduces tclear and WEAP, as shown
in Figs. 3.10(c-1), (c-2) and (c-3).

Table 3.2: Selected parameters for optimized objectives.

Parameters Objectives
Lcb
[mH]

tdelay
[ms]

Ur
[kV]

Imax
[kA]

Vmax
[kV]

tclear
[ms]

WEAP
[kJ]

Case 1 100 3.0 300 2.30 353 6.12 352
Scheme 1 180 2.5 260 1.67 310 8.80 488
Scheme 2 135 2.6 410 1.92 397 5.85 143
Scheme 3 150 2.5 330 1.83 360 6.30 304

All the aforementioned trade-offs are considered in the multi-objective optimization problem de-
scribed in Section IV, where Lcb is varied within a range from 1 mH to 200 mH, tdelay is varied from
2.5 ms to 3.5 ms and Ur is varied from 240 kV to 450 kV. With the variable ranges, the feasible ob-
jective space consists of the corresponding objectives is shown in Fig. 3.11. The trade-offs among
the four objectives are revealed from the three dimensional graphs in Fig. 3.11. Imax and Vmax
are relatively independent of each other, while the increase of Imax or Vmax will increase tclear and
WEAP. By solving the multi-objective optimization problem, the best trade-off among the objec-
tives is explored. In this report, this problem is solved with genetic algorithms and the solutions are
shown by the red points in Fig. 3.11. The solutions composing a curved surface to the boundary of
the objective space is the Pareto-optimal front, on which the points have optimized objectives. The
corresponding variables provide optimal combinations of parameters for DC breakers. From the
solutions, the DC CB can be designed in coordination with other factors in a real system. Three sets
of parameters are chosen from the solutions and listed in Table 3.2 to show the improved transients.
The transient performance of the system with the optimized parameters is tested by simulations.
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Imax, Vmax, tclear and WEAP with the selected parameters are compared with the worst case at Bus4
with the same parameters as Case 1. Compared to the case before optimization, as shown in Table
3.2, the objectives with optimal parameters are reduced to a certain extent. In Scheme 1, Imax and
Vmax are much lower while in Scheme 2, Imax, tclear and WEAP are reduced. Moreover, Scheme 3
reduces Imax and WEAP while avoiding the increase of Vmax and tclear. Although the four objectives
are not minimized simultaneously due to the trade-off, it would be ideal if they are limited within
their specified ranges.

3.6 Conclusion

In this report, parameters of the hybrid solid state DC CB are optimally selected based on ana-
lytical calculation of the four metrics, i.e., maximum voltage, maximum current, operation time
and absorbed energy during a pole-to-pole fault in an MTDC grid. To this end, a time-domain
method is proposed to calculate the fault transient response during the DC breaker operation with
considering all generated travelling waves. Accuracy and effectiveness of the proposed method are
evaluated and verified by time-domain simulation studies in the PSCAD/EMTDC environment.
Based on the proposed algorithm, the relationship between the fault performance metrics and the
three parameters of the breaker, i.e., current limiting reactor, arrester rated voltage, and time delay
are obtained from the numerical computation, which are all nonlinear functions of the parameters.
By formulating a multi-objective optimization problem, the Pareto-fronts are explored to select
the breaker parameters. The proposed method provides a systematic method to determine the best
combination of DC CB parameters such that the maximum values of overcurrent and overvoltage
imposed by the fault as well as the fault clearance time and energy absorption will stay within their
specified limits.
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4. Model Predictive Control-Based AC Line Overload Alleviation in Meshed
AC/MTDC Grids

4.1 Introduction

High voltage DC (HVDC) transmission is a mature technology for transferring bulk power over
long distances. Over the past few years, significant breakthroughs in Voltage Sourced Converters
(VSCs) have made the HVDC technology a front-runner solution to reduce the cost and power
losses, and to provide enhanced reliability and functionality. At the same time, significant changes
in generation, transmission, and loads such as the integration of renewable, the retirement of nu-
merous coal plants, and the need to supply the increasing power demands of cities have emerged
[62]. These new trends have called for Multi-Terminal DC (MTDC) systems, which when em-
bedded inside the AC grid, can enhance overall grid stability, reliability, and efficiency [63].
The MTDC grid can support the future AC grid by improving its frequency response of the AC
grid [64–66], inter-area oscillation damping [67,68], and reducing the operational cost of the elec-
tricity grid [69, 70]. In addition to the aforementioned functions, a MTDC grid can play a major
role in AC line overload alleviation.

An AC line overload can cause line sag and even cascade tripping. Real-time system security level
control of the grid usually takes place using a Security-Constrained Optimal Power Flow (SCOPF),
which ensures that the impact of possible N-1 contingency overloads are taken into consideration in
the dispatch. SCOPF with corrective actions has been proposed, which considers corrective actions
for some critical AC line overloads [71]. This means that if a line gets overloaded, the operator
takes predetermined control actions. SCOPF with corrective actions is inherently an open-loop
method, which highly depends on the accuracy of the power system model. Among other open-
loop methods, reference [72] proposes an optimal power flow that mitigates the AC line overloads.
In [73], an algorithm is proposed to divide the grid into sub-grids such that power shift between
the sub-grids mitigates the AC line overloads.

Over the past few years, closed-loop methods are becoming more prevalent, as they are more re-
liable and less model dependent. In [74], a Model Predictive Control (MPC)-based strategy is
proposed, which controls the AC generators to alleviate AC lines overloads. This method is fur-
ther investigated in presence of energy storage and renewable energy resources [75]. An online
overload alleviation strategy based on linear programming is proposed in [76]. In all of the closed-
loop strategies, the controller regularly receives measurements from the power system to assess its
condition and modify the control inputs to direct the system to a secure state. To the best of our
knowledge, in none of the existing closed-loop methods, a MTDC grid has been exploited as a
control asset for any AC line overload alleviation. A salient advantage of a MTDC converter sta-
tion over an AC generator is that its power change is not limited by a ramp rate limit. Furthermore,
compared to the phase shifting transformers, it is fully controllable.
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The contribution of this report is a MPC-based strategy, which uses MTDC converter stations
along with the AC grid generators for transmission line overload alleviation. The objective is to
reduce active powers of the overloaded AC lines by deploying the MTDC converters and AC gen-
erators. The advantage of the proposed controller is to simultaneously use the MTDC converter
stations and AC system generators to relieve the overloads of AC lines. The proposed controller is
integrated with the conventional Automatic Generation Control (AGC), thereby following a con-
tingency, the system regulates frequency and mitigates AC line overloads, simultaneously. The
controller receives the measurements within regular sampling time periods. When an outage im-
poses overloads on AC lines, the controller computes and dispatches the optimum setpoints of the
active powers of the MTDC converters and the AC grid generators within each sampling time pe-
riod. The optimum setpoints are computed by a MPC strategy to bring the active powers of the
overloaded AC lines below their limits. To implement the MPC strategy, the sensitivity matrices
relating the AC line active powers, DC line currents and DC bus voltages to the converters’ active
power setpoints and the generator active powers are calculated. Furthermore, all the operational
constraints including constraints of the DC bus voltages, the DC line currents, the ratings of the
MTDC converter stations, AC bus voltages, and the ramp rates are meticulously considered. The
proposed controller constantly checks a voltage stability criterion to ensure that it does not push
the system towards the voltage instability boundaries. The performance of the proposed controller
is evaluated and demonstrated using time-domain simulation studies on two test systems, i.e., the
39-bus New England test system integrated with a 5-bus MTDC grid and the IEEE 118-bus test
system integrated with a 6-bus MTDC grid.

4.2 The Proposed Method

With respect to Fig. 4.1, which indicates an example of a typical MTDC grid embedded within
an AC grid, the well-known modular multilevel converters (MMCs) interconnect the AC buses
to the DC buses. The controller of each onshore converter station regulates its reactive power to
zero, while its real power is determined by either constant power mode or P−V droop mode.
The constant power mode implies that the power of each converter station is equal to the power
setpoint, i.e., Pre f

MMC, which is computed by the controller proposed in this report. The active power
of a converter station that uses P−V droop mode is a linear function of its DC bus voltage as
follows:

PMMC = Pre f
MMC− kv[V

re f
DC −VDC], (4.1)

where the reference of the DC bus voltage, i.e., V re f
DC is constant and equal to 1 pu. Moreover, kv

and PMMC represent the P−V droop constant and the active power of the converter station injected
to the AC grid, respectively.

Assuming that a large disturbance such as a line outage occurs at t = 0 s, the proposed controller
receives the system measurements every ∆t = tm s. The measurements are Pm

G, Pm
L , Im

DC, Pm
MMC, and

Vm
DC, which are the vectors of the generator active powers, the AC line active powers, the DC line

currents, the MTDC converter active powers, and the DC bus voltages, respectively. Following
the outage, the controller sets the time interval T for AC line overload alleviation and the current

70



G2

G3

G1

G4

G5

𝐀𝐂 𝐆𝐫𝐢𝐝 

𝐖𝐢𝐧𝐝 𝐅𝐚𝐫𝐦 

𝐌
𝐌
𝐂
𝟏

 
𝐌
𝐌
𝐂
𝟒

 
𝐌
𝐌
𝐂
𝟑

 

𝐌
𝐌
𝐂
𝟓

 

𝐌
𝐌
𝐂
𝟐

 

𝐌𝐓𝐃𝐂 𝐆𝐫𝐢𝐝 

Figure 4.1: A typical MTDC grid embedded in an AC grid.

step to k = 0. As the controller receives the measurements, it calculates the optimum converters’
active power setpoints, i.e., Pre f

MMC and the generator active powers, i.e., PG for k = 1, ...,c, where,
c is a predetermined control horizon. The prediction horizon is equal to the control horizon. The
controller communicates Pre f

MMC and PG to the MTDC converters and the AC system generators.
Subsequently, the controller updates k = k+1 and repeats the same procedure until t = T s. If the
controller does not manage to mitigate all the AC line overloads in t = T s, the system operator
can reinitiate the controller. For example, if the operator expects the overload to reach below 80%
of the rated power within t = T s, but it reaches 85% of the rated power within that time interval,
the operator can run the controller again.

The proposed control scheme is integrated with the conventional AGC and is shown in Fig. 4.2. As
shown in Fig. 4.2, despite the fact that the converters’ active power setpoints are only manipulated
by the proposed controller, the generator active powers are influenced by both the AGC and the
proposed controller. The implementation of the controller is detailed in the following.

Assume that subsequent to a contingency, the controller receives the kth set of measurements at
t = k ∗ tm s. The control input vector is u = [∆PG,∆Pre f

MMC]. The controller must find the optimum
control inputs for k + 1,k + 2, ...,k + c, which are shown by u(k + 1), ...,u(k + c), respectively.
Moreover, the vectors of slack variables α and β are considered for the DC line currents and the
AC line active powers, respectively. The jth slack variable in α , which relaxes the corresponding
AC line loading constraint is defined as

α j =

{
0, if PL( j) ≤ γPmax

L( j)

PL( j)− γPmax
L( j), if γPmax

L( j) < PL( j)
(4.2)
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Figure 4.2: Overall block diagram representation of the proposed controller.

where PL( j) and Pmax
L( j) are the active power of the jth AC line and the maximum power of the

corresponding line, respectively. γ is a constant scalar, which is slightly greater than one and is
considered to account for the case that the line is severely overloaded. Furthermore, the jth slack
variable in β , which relaxes the corresponding DC line loading constraint is defined as

β j =

{
0, if IDC( j) ≤ Imax

DC( j)

IDC( j)− Imax
DC( j), if Imax

DC( j) < IDC( j),
(4.3)

where IDC( j) and Imax
DC represent the current of the DC line and the corresponding maximum DC cur-

rent, respectively. By embedding the slack variables in the the vector of control inputs, the vector
of the decision variables for the controller is zk = [u(k+1)T ,u(k+2)T , ...,u(k+c)T ,αk,β k].

The MPC cost function is defined as

min
Pre f

MMC,PG,α,β

c

∑
i=1

[Ptarget
L −PL(k+ i)]T WL[Ptarget

L −PL(k+ i)]

+
c

∑
i=1

[∆PG(k+ i)]T WG[∆PG(k+ i)]

+
c

∑
i=1

[∆Pre f
MMC(k+ i)]T WMMC[∆Pre f

MMC(k+ i)]

+
c

∑
i=1

α(k+ i)T
ραα(k+ i)+

c

∑
i=1

β (k+ i)T
ρβ β (k+ i),

(4.4)

where WL,WG, and WMMC are diagonal weighting matrices corresponding to the AC line ac-
tive powers PL, the generator active power changes ∆PG, and the converters’ active power set-
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point changes ∆Pre f
MMC, respectively, where, ∆PG(k+ i) = PG(k+ i)−PG(k) and ∆Pre f

MMC(k+ i) =
Pre f

MMC(k+ i)−Pre f
MMC(k) reflect the influence of the control input vectors in the cost function. Ptarget

L
is the vector of the reference values for the AC line active powers. The assigned values for this
reference vector will be shortly discussed. ρα and ρβ are diagonal weighting matrices of the
penalty functions to soften the constraints of the AC line active powers and the DC line currents,
respectively. The first term in (4.4) is associated with the power flow of the AC lines, which should
follow their reference values. Since it is impossible that the power flow of all the lines follow their
corresponding reference values, different levels of overloads are defined. Hence, the more an AC
line gets overloaded, a larger weighting factor is assigned to it. This helps the controller to force
the lines that are highly overloaded to track their reference values. The second and third terms are
considered to adjust the extent of MTDC grid participation in overload alleviation. If the diagonal
entries of WMMC are selected to be much smaller than the diagonal entries of WG, the controller
would use the MTDC converter stations as much as possible. The fourth and fifth terms are penalty
functions, which will be shortly discussed.

The optimization problem in (4.4) is subjected to the following inequality constraints for i =
1,2, ...,c:

• The AC system inequality constraints:

−Rmax
G ≤ PG(k+ i)−PG(k+ i−1)≤ Rmax

G , (4.5)

Pmin
G ≤ PG(k+ i)≤ Pmax

G , (4.6)

− γPmax
L −α(k+ i)≤ PL(k+ i)≤ γPmax

L +α(k+ i), (4.7)

Vmin
AC ≤ VAC(k+ i)≤ Vmax

AC . (4.8)

• The MTDC system inequality constraints:

− Imax
DC −β (k+ i)≤ IDC(k+ i)≤ Imax

DC +β (k+ i), (4.9)

Vmin
DC ≤ VDC(k+ i)≤ Vmax

DC , (4.10)

−Rmax
MMC ≤ Pre f

MMC(k+ i)−Pre f
MMC(k+ i−1)≤ Rmax

MMC, (4.11)

−Pmax
MMC ≤ PMMC(k+ i)≤ Pmax

MMC, (4.12)

where IDC and VDC represent the vectors of DC line currents and DC bus voltages of the MTDC
system. PMMC represents the vector of the converter active powers injected into the AC system.
PL is the vector of AC line active powers. Rmax

G denotes the vector of ramp rate of all the AC
system generators. Rmax

MMC is the vector of maximum allowable change in the converters’ active
power setpoints. Pmax

G and Pmin
G are the vectors of maximum and minimum of the generator active

powers. Vmax
DC and Vmin

DC are the vectors of maximum and minimum DC bus voltages. Pmax
MMC is

the vector of maximum active power that a converter can inject into the AC system. The reactive
power of each converter is regulated at zero. Hence, each entry of Pmax

MMC is equal to the MVA
rating of the corresponding MTDC converter. Vmin

AC and Vmax
AC represent the minimum and maxi-
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Figure 4.3: The influence of the fourth and fifth terms in (4.4): (a) penalty function corresponding
to an AC line constraint, (b) penalty function corresponding to a DC line constraint.

mum AC voltages, respectively. The slack variables in (4.7) and (4.9), smooth the corresponding
constraints. As shown in Fig. 4.3(a), the fourth term in (4.4) represents the situation in which the
AC line loading reaches its highest level. In this case, the large values of the diagonal entries of
ρα heavily penalize the controller. The fifth term in (4.4) represents the situation in which the DC
current exceeds its limits. As shown in Fig. 4.3(b), its penalty function is similar to the fourth term.

Even though (4.7) helps the controller to alleviate any AC line overloads, defining a proper Ptarget
L

in (4.4) can help the controller to achieve a better performance. The reference values are defined
such that the controller proactively alleviates overload of an AC line. In other words, if the loading
of an AC line is increasing to reach the limit mentioned by (4.7), the controller tries to alleviate the
overload of that AC line. To this end, four levels of AC line loading are considered.

Level 1: Level 1 represents a lightly loaded line and there is no concern over it. The controller
prefers to keep the loading of the line at its current level. Therefore, the reference power for this
level is defined by

Ptarget
L( j) = Pm

L( j), if 0≤ Pm
L( j) ≤ γ1Pmax

L( j), (4.13)

where Pm
L( j) is the absolute value of the last measurement of the jth AC line and γ1 is a positive

constant scalar, which is smaller than one.

Level 2: If loading of a line enters this level, the line is more of a concern for the controller.
Hence, the controller prefers to reduce the loading of this line to its minimum value of this level as
becomes:

Ptarget
L( j) = γ1Pmax

L( j), if γ1Pmax
L( j) < Pm

L( j) ≤ Pmax
L( j). (4.14)

Level 3: The loading of any line in this level is close to the limits mentioned by (4.7). Hence,
the controller should prioritize any line in this level over the lines in Level 2 and Level 1. The
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controller could take Pmax
L( j) as the reference to decrease the loading to its minimum value of this

level. In this report, Pm
L( j)−2(Pm

L( j)−Pmax
L ( j)) is intentionally used as the reference. This reference

may lie in Level 2, Level 1, or even within a negative range. The main point is that by choosing a
smaller value for the reference in this level, the first term of (4.4) becomes larger and consequently,
penalizes the controller. The reference value of this level is defined as

Ptarget
L( j) = Pm

L( j)−2(Pm
L( j)−Pmax

L ( j)), if Pmax
L( j) < Pm

L( j) ≤ γPmax
L( j). (4.15)

Level 4: If the loading of a line becomes larger than γPmax
L( j) , the constraint introduced by (4.7) gets

violated. Accordingly, not only the reference value introduced by (4.15) is considered for the load-
ing of any AC line in this level, but also the fourth term of (4.4) heavily penalizes the controller
[Fig. 4.3(a)].

Since there are not sufficient control inputs to force each AC line power to follow its assigned
reference value, the controller prioritizes the lines based on their loading levels. Accordingly, the
weighting factors are defined as follow:

WL( j) =


w1, if Pm

L( j) ≤ γ1Pmax
L( j)

w2, if γ1Pmax
L( j) < Pm

L( j) ≤ Pmax
L( j),

w3, if Pmax
L( j) < Pm

L( j)

(4.16)

where 0 < w1� w2� w3.

In addition to the diagonal entries of WL, tuning the other weighting factors affects the controller
response. Selection of the weighting factors generally depends on the system and operator’s ob-
jective and they are tuned based on the following qualitative criteria:

Tuning ρα : When the loading of a line reaches level 4 of its loading, the line is exposed to a severe
overload. Hence, ρα should be much larger than w3 to force the controller to reduce the loading of
the overloaded AC line.

Tuning ρβ : Tuning ρβ determines how much the controller should be penalized if a DC line gets
overloaded. A small ρβ means that the controller allows the DC lines to get overloaded to alleviate
the AC line overloads. However, this approach is not safe, as it exposes the MTDC system to the
DC line overload issue. Hence, to ensure that the overload alleviation method does not cause any
further issue in the MTDC grid, ρβ is considered to be very large compared to w3.

Tuning WG and WMMC: The relationship between the diagonal entries of WG and WMMC de-
termines the extent to which the MTDC converter stations participate in the AC line overload
alleviation method. If the diagonal entries of WMMC are much larger than the diagonal entries of
WG, the controller can not exploit the MTDC converter stations. On the other side, if the diagonal
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entries of WMMC are very small compared to the diagonal entries of WG, the controller tries to
utilize the MTDC converter stations as much as possible. In this report, the latter option is used to
ensure that the controller exploits the MTDC converter station in AC line overload alleviation.

In addition to the inequality constraints mentioned in (4.5)-(4.12), the equality constraints are
defined as follow:

PL(k+ i) = PL(k+ i−1)+
[

dPL

dPG

]
∆PG(k+ i−1), (4.17)

PMMC(k+ i) = PMMC(k+ i−1)+

[
dPMMC

dPre f
MMC

]
∆Pre f

MMC(k+ i−1), (4.18)

PL(k+ i) = PL(k+ i−1)+
[

dPL

dPMMC

][
dPMMC

dPre f
MMC

]
∆Pre f

MMC(k+ i−1), (4.19)

VAC(k+ i) = VAC(k+ i−1)+
[

dVAC

dPMMC

][
dPMMC

dPre f
MMC

]
∆Pre f

MMC(k+ i−1), (4.20)

VAC(k+ i) = VAC(k+ i)+
[

dVAC(k+ i)
dPG

]
∆PG(k+ i−1), (4.21)

IDC(k+ i) = IDC(k+ i−1)+

[
dIDC

dPre f
MMC

]
∆Pre f

MMC(k+ i−1), (4.22)

VDC(k+ i) = VDC(k+ i−1)+

[
dVDC

dPre f
MMC

]
∆Pre f

MMC(k+ i−1), (4.23)

Ndc

∑
n=1

[PMMC n(k+ i)−PMMC n(k+ i−1)] = 0, (4.24)

Nac

∑
n=1

[PG n(k+ i)−PG n(k+ i−1)] = 0, (4.25)

where the sensitivity matrices in (4.18) and (4.23) are derived in [77]. The sensitivity matrix in
(4.22) is derived in [78]. Furthermore, the sensitivity matrix

[
dPL
dPG

]
in (4.17) and

[
dPL

dPMMC

]
in (4.19)

are derived based on the DC power flow. The sensivity matrices of the AC voltages with respect
to the control inputs, which are introduced by (4.20) and (4.21), are derived from the Jacobian
matrix of the AC system, which regularly gets updated, as the new set of measurements is received
by the controller. In (4.24), Ndc and PMMC n are the number of the dispatchable converter stations
and the active power of the nth converter station, respectively. Equation (4.24) ensures that sum
of the converter active power changes is zero to avoid significant changes of the DC bus voltages.
In (4.25), Nac and PG n are the number of the AC grid generators and the active power of the nth

generator, respectively. Equation (4.25), ensures that sum of the generator active power changes is
zero to avoid the AC grid frequency deviation. To ensure that the controller does not compromise
the voltage stability of the system, prior to updating the setpoints of the MTDC converter stations
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and AC grid generators within each time interval, the modal analysis is checked [79]. To this end,
each MTDC converter station is modeled as a load in the AC grid. Then, the Jacobian matrix of
the AC grid, i.e., J is computed. Assuming that J is expressed by

J =

[
JPθ JPV
JQθ JQV

]
, (4.26)

to ensure that subsequent to updating the power sepoints of the MTDC converter stations and AC
generators, there will not be any voltage instability in the system, the minimum eigenvalue λ of
the reduced Jacobian matrix Jr should be positive. The reduced Jacobian matrix represents the
sensitivity of the AC voltage to the reactive power and is derived as

∆Q = [JQV −JQθ J−1
Pθ

JPV ]∆VAC = Jr∆VAC, (4.27)

where Q represents the vector of the reactive powers of the AC grid buses.

Although the test system of Fig. 4.4 includes only one AC grid, the proposed method can be gen-
eralized to the cases in which different asynchronous AC grids are connected by a MTDC grid. In
this case, (4.24) should be considered for each set of the dispatchable converter stations connected
to the same AC grid, separately. Similarly, (4.25) should be considered for each AC grid.

4.3 Simulation Results

In this report, the effectiveness of the proposed method on two test systems is investigated. The
objective of simulation studies on Test System 1 is to provide detailed discussion on the proposed
method, while simulation studies on Test System 2 evaluate the performance and effectiveness of
the proposed method on a large AC system. In Test System 1, the AC voltage limits and voltage
stability issue are not investigated. All the simulation results are presented in per-unit values. The
base DC and AC voltages are equal to 400 kV and 230 kV, respectively. The DC line base current
and the based power are equal to 250 A and 100 MW, respectively.

4.3.1 Test System 1

As shown in Fig. 4.4, Test System 1 represents a five-terminal MTDC grid embedded in the
New England 39-bus test system. Each generator is equipped with an automatic voltage regulator
(AVR), a power system stabilizer (PSS), a governor and a turbine. The detailed information of
each component of the AC system can be found in [80]. Furthermore, generators G5, G8, and G9
participate in AGC. The ramp rate of each generator is 0.1 MW/s. Every AC transmission line is
modeled using a lumped π-model.

The converter stations of the MTDC system are based on MMC together with all the control loops
detailed in [81]. An offshore wind farm is connected through two 250 km cables to buses 2 and 4
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Figure 4.4: The New England 39-bus test system embedded with a 5-bus MTDC system.

of the MTDC system, while the other buses of the MTDC system are connected through overhead
DC lines. MMC1, MMC3 and MMC4 operate in P−V droop mode with droop constants of 18,
12, and 20, respectively. MMC2 operates in constant power mode. Moreover, MMC5 absorbs
the wind farm power. MMC1 to MMC4 connect the DC buses 1,2,3, and 4 of the MTDC to AC
buses 4,9,24, and 17, respectively. The maximum and minimum DC bus voltages are 1.09 pu and
0.91 pu, respectively. Conventionaly, the maximum currents of the DC lines and the DC cables
are assumed to be equal to their rated currents. However, some HVDC lines have a thermal over
current protection to prevent undesired tripping of the line [82]. To avoid this issue, a safety factor
is considered and the maximum DC current is assumed to be equal to 90% of the rated current.
Consequently, the maximum current of the DC lines and DC cables are 10.8 pu and 7.06 pu, re-
spectively [81]. All the converters except for MMC5 operate in PQ mode at their AC sides. While
the converter active powers are determined by the proposed controller, the converter reactive pow-
ers are always regulated at zero. The rated powers of MMC1 to MMC5 are 12 pu, 12 pu, 8 pu, 8
pu, and 6 pu, respectively.

In (4.4), all the diagonal entries of WG are equal to 1, while the entries of WMMC are assumed to
be 0.001, which means that the controller prioritizes the MTDC converters. The diagonal entries
of ρα and ρβ are both equal to 105. The required measurements of the controller are received
every tm = 5 s. The proposed controller updates the setpoints with a time delay of td = 1 s due to
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Figure 4.5: System response to the outage of line L15−16: O. I.s of the AC lines.

latency in updating setpoints and communication. T = 200 s is the determined time for overload
alleviation. If the controller fails to relieve all the overloads within 200 s, the operator can reinitiate
the controller. The control horizon is assumed to be 3. Regarding (4.16), w1, w2, w3, and γ1 are
assumed to be 1, 10, 1000, and 0.9, respectively. In (4.7), γ is equal to 1.1. For the sake of
simplicity in presentation, an Overload Index is defined by

O.I.=
active power of the AC line
rated MVA of the AC line

. (4.28)

To create more overloads in the test system, the rated MVA of each AC line in the New England
test system is reduced to 80% of its original value.

4.3.2 Scenario a

Assume that at t = 2 s, line L15− 16 gets disconnected. This outage imposes overloads on lines
L2−3, L3−4, L16−17, L16−19, and L17−18. As shown in Fig. 4.5, subsequent to the outage,
the controller receives the measurements every 5 s and updates the active power setpoints of the
MTDC converter stations and AC generators. Thereby, the AC line overloads slowly get alleviated.
Comparison between Fig. 4.6(a) and (b) demonstrates that the MTDC converter stations can play
a major role in overload alleviation, as they do not have any ramp rate limit. Regarding Fig. 4.7,
as the controller reduces the AC line active powers, it ensures that the DC bus voltages and the
DC line currents remain within their acceptable limits. For example, as shown in Fig. 4.7(a), at
t = 57 s, as the DC bus voltages decrease to the lower bound of the DC bus voltage, the controller
smoothly increases the DC bus voltages.

It is worth noting that with respect to Fig. 4.4, since active power of line L16−19 is only sensitive
to the active powers of generators G4 and G5 , the controller has no choice except for using those
generators. This is why the active power of this line varies very slowly.

The active power change of each line from t = 2 s to t = 200 s is due to both of the AC system
generators and the MTDC converters. Figure 4.8 demonstrates that major part of the active power
change in most of the AC lines, particularly the overloaded lines, is due to the MTDC converters,
because the controller can change the active power setpoint of each MTDC converter much faster
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Figure 4.6: System response to the outage of line L15−16: (a) AC system generator active powers,
and (b) MTDC converter active powers injected into the AC grid.

than the AC system generators. Hence, even the AC line active powers that are less sensitive to the
converters’ active power setpoints can be substantially influenced by the MTDC converters. There
are only a couple of exceptions. With respect to Fig. 4.4, subsequent to the outage of line L15−16,
line L14−15 is the only line that feeds the load at bus 15. Hence, for any intentional active power
reduction on this line, the system operator should use load shedding. The other exceptions are
lines L26−28, L26−29, and L28−29, which are located near generator G9. The last one is line
L16−19, which was already discussed.

4.3.3 Scenario b

In this scenario, at t = 2 s a load at bus 16 with P = 3.3 pu and Q = 0.3 pu is connected to the AC
system.

As shown in Fig. 4.9(a), subsequent to the load energization, lines L2− 3, L4− 5, and L16− 19
become overloaded. Following this contingency, the proposed controller decreases loading of lines
L2− 3 and L4− 5. Nevertheless, lines L16− 17 and L16− 24 temporarily become overloaded.
Consequently, the corresponding slack variable factors in vector α in the fourth term of (4.4) are
activated, thereby penalizing the controller. Hence, the controller relieves the overloads of lines
L16−17 and L16−24 as fast as possible. Similar to the previous scenario, since the active power
of line L16−19 is only dependent on the active powers of generators G4 and G5, its loading varies
slowly.

Following the event, the droop mechanism of all the AC system generators and the AGC scheme
recover the AC system frequency as shown in Fig. 4.9(b). Variation of the generator active powers
from the moment before the load energization to t = 200 s for generators G1 to G10 are −0.15 pu,
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Figure 4.7: System response to the outage of line L15−16: (a) DC bus voltages, and (b) DC lines
currents.

0.10 pu, 0.6 pu, −0.01 pu, −0.01 pu, 0.15 pu, 0.09 pu, −0.15 pu, 0.43 pu, and 2.15 pu, respec-
tively. Fig. 4.10(a) shows that the active powers of MMC1 to MMC4 change by 10.93 pu, −5.51
pu, −2.25 pu, and −2.88 pu, respectively. The large variations of the generator active powers are
due to the AGC and governor actions. Since the proposed controller has no information about
the AGC mechanism, all the AGC and the governor actions act like disturbances to the proposed
controller. The benefit of using the MTDC converters is that the frequency control scheme has no
influence on the MTDC converters. Since the MTDC converters play a major role in overload alle-
viation of most of the AC lines, the proposed controller manages to alleviate the AC line overloads
by substantially changing active power of the MTDC converters. As the control changes the con-
verters’ active power setpoints, constraints (4.24) and (4.25) ensure that the proposed strategy does
not create any frequency deviation, thereby degrading the frequency control performance. Hence,
the proposed method is compatible with the traditional frequency control scheme.

With respect to Figs. 4.10(b) and (c), following the load energization, the controller keeps the DC
bus voltages and the DC line currents within their constraints. The DC bus voltage is very close
to its lower limit from t = 75 s to t = 125 s. However, the controller avoid any DC bus voltage
violation.

4.3.4 Scenario c

This scenario investigates the influence of a converter outage on the proposed controller. The
controller begins to relieve any available overload at t = 15 s. As shown in Fig. 4.11, at t = 27
s, MMC3 goes out of service. Following the outage, the AC/MTDC system condition entirely
changes and some of the AC lines may get overloaded or loading of some of the AC lines may
drop. The important event is that the controller losses one of its control inputs. As shown in
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Figure 4.8: System response to the outage of line L15−16: share of the MTDC converters and the
AC system generators in the AC line active power changes from t = 0 s to t = 200 s.
Fig. 4.12(a), following the outage, the controller relieves the overload of line L2−3 in about one
minute but the O. I. of line L16− 19 decreases from 1.08 to 1.03. As mentioned in the previous
scenarios, the active power of this line is only dependent on the active powers of generators G4
and G5. This is why its active power changes very slowly. Another issue which should be taken
into consideration is any sudden change of the DC bus voltage. The DC bus voltages experience
a considerable jump from 0.97 pu to 1.07 pu, which means that the controller must avoid hitting
the upper limit of DC bus voltage while reliving the AC line overloads. Figure. 4.12(b) shows that
the voltage remains within its limit over the whole controller implementation period. Furthermore,
as shown in Fig. 4.12(c), the controller ensures that the DC line currents do not surpass their
thresholds.

4.3.5 Test System 2

As shown in Fig. 4.13, Test System 2 is a 6-bus MTDC grid embedded within the IEEE 118-bus
test system. The MTDC grid connects an offshore wind farm at bus 6 to the other onshore converter
stations. MMC1 to MMC5 connect the DC buses 1− 5 to the AC buses 17,47,51,79, and 106,
respectively. The rated power of each converter station and the rated current of each DC line are the
same as the MTDC grid in Test System 1 unless explicitly mentioned. All the converters except
for the MMC6 operate in P−V mode. The rated power of MMC1 and MMC2 is 12 pu while
the rated power of MMC3 to MMC6 is 8 pu. The maximum and minimum AC bus voltages are
1.1 pu and 0.9 pu, respectively. Regarding (4.16), w1, w2, w3, wG, and wMMC are assumed to
be 0.01, 1, 10, 1, and 0.1, respectively. In the following scenarios, the controller accommodates
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Figure 4.9: System response to energization of a load at bus 16: (a) O. I.s of the AC lines, and (b)
frequency of the AC system.

the AC voltage constraints and voltage stability criterion check, which are introduced by (4.8) and
(4.27), respectively. All the other control parameters are the same as the parameters of Test System
1.
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Figure 4.10: System response to energization of a load at bus 16: (a) active powers of the MTDC
converters, (b) DC bus voltages, and (c) DC line currents.
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Figure 4.11: Active powers of the MTDC converters following the outage of MMC3.
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Figure 4.12: System response to the outage of MMC3: (a) O. I.s of lines L2−3 and L16−19, (b)
DC bus voltages, and (c) DC line currents.

Figure 4.13: A 6-bus MTDC system embedded within the IEEE 118-bus test system.
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Figure 4.14: Comparison between the proposed and conventional methods: (a) O. I.s of the AC
lines, (b) O. I. of line L17−30, (c) O. I. of line L38−65, and (d) O. I. of line L77−78.
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4.3.6 Comparison with the conventional method

In this scenario, the proposed method is compared with a conventional method called Linear Pro-
gramming Optimal Power Flow (LPOPF). The objective function and the constraints of the con-
ventional method are defined as follow:

min
∆PG(i)

n

∑
i=1
|∆PG(i)|

s.t.
n

∑
i=1

dPL( j)

dPG(i)
∆PG(i) ≤ Pmax

L( j)−Pm
L( j), j = 1,2, ..., l,

n

∑
i=1

∆PG(i) = 0,

(4.29)

where n, l, ∆PG(i), Pmax
L( j) , and Pm

L( j) represent the number of AC generators, the number of over-
loaded lines, the power setpoint change of AC generator i, the maximum power of overloaded line
j, the power of the overloaded line j at t = 0 s. The objective function of (4.29) ensures that power
setpoint changes of the AC generators are optimally computed. The inequality constraint ensures
that any AC line overload will be alleviated. The equality constraint considers power balance in
the system. The optimum power setpoint changes are computed by using linear programming and
applied to Test Case 2 by considering the ramp rates of the AC generators. In the conventional
method, the MTDC grid does not participate in any overload alleviation.

As shown in Fig. 4.14(a), lines L17−30, L38−65, and L77−78 are experiencing AC line over-
load. The MTDC grid can play a major role in relieving the lines which are in the vicinity of its AC
buses. This is why loading of lines L17−30 and L77−78 quickly decrease. However, the MTDC
grid can reduce the loading of the lines that are located far from its AC buses. Line L38− 65 is
an example, whose loading is sufficiently decreased. Comparison with the conventional method
in Figs. 4.14(b)-(d) indicates that the power flow changes of the overloaded lines are very small,
as the ramp rate of the AC generators is the major issue in overload alleviation. In this cases, the
operator may reluctantly shed some loads to expedite the overload alleviation. Moreover, since
(4.29) considers only the overloaded lines, subsequent to overload alleviation, other AC lines may
get overloaded. Exploiting the MTDC converter stations not only increases the number of control
inputs, but also improves the speed of overload alleviation scheme. The salient advantage of the
MPC-based strategy over the conventional method is that it can coordinate the power setpoints of
the MTDC converter stations and AC grid generators such that not only the AC line overloads are
mitigated but also any new overload does not occur in the system.

4.3.7 Influence of weighting factors

The variation of the weighting factors in the proposed MPC-based strategy, expressed in (4.4),
can change the response of the controller. Three cases with different weighting factors, which are
introduced in Table 4.1, are compared. Case 1, which is used in other scenarios, is compared with
cases 2 and 3 to highlight the impact of weighting factors. As shown in Figs. 4.15(a) and (b),
decreasing w2 and w3 implies that the controller is less concerned with the lines in levels 2 and
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Table 4.1: Three case scenarios with different weighting factors.

w1 w2 w3 wMMC wG

Case 1 0.01 1 10 0.1 1
Case 2 0.01 0.1 1 0.1 1
Case 3 0.01 1 10 10 1

3. It can be inferred that compared to Case 2, Case 1 is a little bit more conservative. Based on
(4.4), the second and third terms are considered to help the controller designer to avoid or favor
using the MTDC converter stations. Case 3 demonstrates that by increasing the diagonal entries
of WMMC, changing the setpoints of the MTDC converter stations leads to larger values of the
objective function. Therefore, the controller cannot exploit the MTDC converter stations similar to
Case 1. Accordingly, the performance of the controller in Case 1, shown in Fig. 4.15(a), is better
than the performance of the controller in Case 3 [Fig. 4.15(c)]. The variations of MTDC converter
station setpoints in cases 1 and 3 are shown in Figs. 4.16(a) and (b), respectively. Moreover, the
variations of the power setpoints of the AC grid generators in cases 1 and 3 are shown in Figs.
4.16(c) and (d), respectively. With respect to Fig. 4.16(a), since the diagonal entries of WMMC in
Case 1 are very small, the controller fully exploits the MTDC grid converter stations. On the other
hand, with respect to Fig. 4.16(b), large diagonal entries of WMMC restrict variations of the power
setpoints of the MTDC converter stations at about t = 25 s. Consequently, comparison of Figs.
4.16(c) and (d) indicates that in Case 3, the controller has to use the AC generators. Hence, the
power setpoint changes of the AC generators are nonzero till t = 135 s in Fig. 4.16(d).
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Figure 4.15: Influence of the weighting factors: (a) O. I.s of the AC lines in Case 1, (b) O. I.s of
the AC lines in Case 2, and (c) O. I.s of the AC lines in Case 3.
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Figure 4.16: Influence of the weighting factors: (a) setpoint changes of the MTDC converter
stations in Case 1, (b) setpoint changes of the MTDC converter stations in Case 3, (c) setpoint
changes of the AC generators in Case 1, and (d) setpoint changes of the AC generators in Case 3.
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4.3.8 Possible limitations of the MTDC grid

There are two important issues which should be taken into consideration: 1) DC line overload, and
2) voltage stability of the AC grid.

DC line overload: If the loading of a DC line reaches its boundaries, the controller should be
able to handle both of the AC and DC line overloads. In this scenario, the DC line connecting
MMC4 and MMC5 with the rating of 10.8 pu is replaced with another line with the rating of 2.7
pu. Therefore, the controller has to mitigate the overloads of AC and DC lines, simultaneously.
Figure 4.17(a) indicates the controller has quickly decreased the loading of the DC line. However,
the AC line overload alleviation has a little bit degraded [Fig. 4.17(b)].
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Figure 4.17: Simultaneous DC line and AC line overloads: (a) current of the DC line connecting
MMC4 to MMC5, and (b) O. I.s of the AC lines.

Voltage stability: The MTDC grid does not have the ramp rate limits of the AC generators.
However, large power variations of the MTDC converter stations may push the system toward the
voltage stability boundaries. To avoid this issue, the controller considers the AC voltage constraints
and also checks the voltage stability criterion introduced by (4.26) and (4.27) to ensure that the new
setpoints do not impose any voltage instability issue on the system. With respect to Fig. 4.18(a),
the AC bus voltages always remain within the allowable limits. Furthermore, λ , which denotes the
minimum eigenvalue of Jr in (4.27), is always greater than zero and even increases. Accordingly,
the system does not experience any voltage instability.
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Figure 4.18: AC bus voltage constraint and voltage stability: (a) AC bus voltages, and (b) voltage
stability criterion.

4.4 Conclusion

In this report, a model predictive control (MPC)-based overload alleviation scheme for meshed
AC/MTDC systems is proposed. The proposed controller is integrated with the conventional AGC
and utilizes the MTDC converter stations in conjunction with the AC system generators. The
MTDC converter stations play a major role in the proposed controller due to two main reasons:
First, the MTDC converter active powers can remarkably change within a short period of time,
which expedites the overload alleviation procedure. Secondly, active powers of most of the AC
lines are at least a little bit sensitive to the MTDC converters’ active power setpoints, which makes
the converters effective in active power control of the AC lines. Performance of the proposed con-
troller and the roles of converter stations are evaluated by various case studies on a 5 bus MTDC
system integrated with the New England 39-bus test system and a 6 bus MTDC system integrated
with the IEEE 118-bus test system.
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1. Introduction 

Droop control is extensively applied to MTDC systems. VSC-based MTDC systems employ dc 

voltage to assign imbalanced active power based on droop principle [1] [2]. Fast dynamic 

response and low voltage fluctuation are expected for bulk dc power transmission. The dc 

voltage regulation speed and deviation of droop control depends on the first-order derivative and 

variation of its droop curve. However, in the case of large active power disturbance, the constant 

derivative of the linear droop curve leads to large voltage deviation and longtime regulation. On 

the other side, the shallow slop makes the injected power being very sensitive to the dc voltage, 

which tends to arouse large power oscillation, even though it has better performance on 

regulation speed and voltage deviation during a transient. Recently, to further improve the 

performance of droop control, some improved methodologies have been proposed based on self-

adjusting slope and nonlinear droop curve [3]–[6]. Reference [3] proposes a self-adjusting slope 

of droop curve by calculating load fluctuation. However, this method locates the terminals of 

droop line under extreme operating conditions and the slopes will be adjusted only when they 

change. Reference [4] gives a variable droop coefficient which is obtained based on the 

derivative and variation sign of the dc voltage. Although this method can improve regulation 

speed and reduce voltage deviation, the proposed formula may calculate the positive feedback 

slope which will cause instability. Reference [5] provides a nonlinear droop regulation to achieve 

optimal power flow for the purpose of minimizing power losses. But its droop curve consists of 

piecewise linear segments derived from several offline optimized power flow solutions. 

Reference [6] proposes a nonlinear droop control based on a polynomial expression to improve 

power sharing and voltage regulation. However, the derivative of the proposed droop curve 

depends on the operating point and cannot ensure the constant performance on regulation speed 

and voltage deviation under different disturbances. 

 

In this report, a new hybrid droop control is proposed to improve the dynamic performance of 

the VSC-MTDC systems. The features of proposed method are shown as follows: 

 

• Due to the cubic accelerated term, the proposed method provides faster regulation speed 

and lower voltage deviation than that of the conventional linear one. 

• A reference self-correction algorithm is developed to adjust the coefficients of droop 

curve after recovery. Voltage deviation from droop law is eliminated by this way in 

steady state. Therefore, the cubic term can be neglected and the proposed droop curve 

acts as a linear one with small voltage sensitivity and strong stability. 

• The proposed method utilizes reference self-correction algorithm to prevent negative 

influence on derivative by operating point. Thus, the performance of regulation speed and 

voltage deviation is only affected by imbalanced power and not changed with different 

operating points. 

 

To verify the effectiveness of the proposed method, the performance of a four-terminal MMC-

based HVDC system is investigated based on the proposed method in the PSCAD/EMTDC 

software environment. 
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2. Principles and Characteristics of the Proposed Hybrid Droop Control 

2.1 Principles of the Proposed Hybrid Droop Control 

In this report, a four-terminal ±500 kV three-pole HVDC system is employed as the study 

system shown in Fig. 1. Assuming that ith station uses the droop control, the conventional linear 

and proposed hybrid droop methods are described in (1) and (2), respectively. All coefficients of 

these two equations are positive. 

 
Fig. 1 The system diagram of the four-terminal MMC-MTDC System. 

 

 i i ref ref i refP k U U P k U P                (1) 

   
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The nonlinear term in (2) must be odd-order exponential to ensure that the derivative of droop 

curve is positive semi-definite to achieve negative feedback. To prevent over-speed regulation, 

the cubic term is selected. The coefficients of the proposed hybrid droop 𝑈ref and 𝑃ref can be 

adjusted online through the developed reference self-correction algorithm. 

 

Figures 2 and 3 show the operational principles of the conventional linear and proposed hybrid 

droop control, respectively. For the conventional droop control of Fig. 2, in the case of power 

change or interruption, the operating point with dc voltage 𝑈𝑖 and active power reference 𝑃ref, 
will move along the droop line to a new steady-state point with 𝑈𝑖

′ and 𝑃ref
′ . However, the linear 

line of Fig. 2 with the steep slope has small voltage ripple under steady state conditions but it has 

longtime regulation and large voltage deviation. While, the linear line with the shallow slope has 

better performance on regulation speed and voltage deviation but it causes power oscillation due 

to its excessive sensitivity to the dc voltage ripple. 

 

For the proposed hybrid droop control, In the steady state, (2) can be approximated to a linear 

droop (1) by ignoring minor value of the cubic acceleration term. During a large disturbance, the 

cubic term can accelerate voltage regulation. On the other hand, the developed reference self-

correction moves the droop curve to the new operating point, as shown in Fig. 3. The original 

operation point A moves to point B by following the red small arrows along the nonlinear curve 

after performing the reference self-correction algorithm. Therefore, in this way, the proposed 
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Fig. 2 The operational principles of the 

conventional linear droop control. 

Fig. 3 The operational principles of the 

proposed hybrid droop control. 

 

method can ensure the same regulation speed and voltage deviation for different operating points, 

compensating the defect of the conventional nonlinear droop control. 
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The coefficient α in (2) is determined by (3) so that the small value of the cubic term can be 

neglected during steady state. So in Fig. 3, the approximated linear curves in the intervals of 

(𝑈𝑖 − √𝛼
−3

, 𝑈𝑖 + √𝛼
−3

) and (𝑈𝑖
′ − √𝛼

−3
, 𝑈𝑖

′ + √𝛼
−3

) are obtained, respectively, as shown in Fig. 3.  

 

2.2 Characteristic Analysis and Comparison of the Proposed Hybrid Droop Control 

In this section, the conventional linear and proposed hybrid droop curves are compared in 

regulation speed and voltage deviation. Two assumptions are made for the analysis: 

• Power loss of the overhead transmission lines and the stored energy in line inductance are 

considered as constant since the dc current variation is small. 

• The dynamics of the converter controller is neglected and the injected power tracks its 

command instantaneously. 

Simple π-section circuit is applied to modeling the overhead transmission lines. Thus, the stored 

energy in the equivalent capacitors supports the dc voltage and can be calculated by 

 
4 4

2 2

1, , 1
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where 𝐶𝑖𝑗 and 𝐶𝑖𝑘 are the equivalent capacitances of the transmission lines of i-to-j and i-to-k. 

Assuming 𝐸𝑑𝑐0 is the initial stored energy, the energy variation is the integration of the active 

power of each terminal and described as (5). 

0
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where ∆𝑃̅ is algebraic summation of active power of each terminal and 𝑃𝑙𝑜𝑠𝑠 is the equivalent 

power loss. Generally, the integrand is zero under steady state conditions. During a transient, 

substituting the small-signal equation 𝑈𝑖 = 𝑈𝑖0 + ∆𝑈𝑖 into (5) and rearranging it as 

 
4

2

0
0

1

1
2

2

t

i i i i

i

C U U U Pdt


              (6) 

Assuming that station #1 employs the droop control, and defining that 𝛼𝑖  and 𝛽𝑖  are per-unit 

coefficients of the steady state voltage 𝑈𝑖0 and small signal ∆𝑈𝑖 with the base value 𝑈10 and ∆𝑈1, 

𝑈𝑖0 and ∆𝑈𝑖 can be expressed as 

0 10 1,    i i i iU U U U                (7) 

The coefficients locate at a small neighborhood of one with small variations. 

Substituting (7) into (6), we obtain 
4 4

2 2 2
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where 𝛾𝑖  and 𝜙𝑖  are equivalent proportional coefficients and the values of them are evidently 

positive and in the neighborhood of one. Using 𝑃1 = 𝑃𝑟𝑒𝑓 − 𝑓(∆𝑈1) as a generalized form for 

droop control and substituting it into (8), we obtain 
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where 𝑃𝛿 = ∑ 𝑃𝑖 + 𝑃𝑟𝑒𝑓 − 𝑃𝑙𝑜𝑠𝑠
4
𝑖=2 . Taking the derivative of (8) and (9) in terms of time, then we 

obtain 

 1 1
10 1 12i i

d U d U
U U P f U

dt dt
 
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Based on (1), (2), and (10), the performance of the droop control can be evaluated on regulation 

speed and voltage deviation. 

2.2.1 Voltage Deviation 

To calculate the voltage deviation in steady state after regulation by droop control, the derivative 

terms in (10) should be zero and, consequently, 𝑃𝛿 = 𝑓(∆𝑈1) . According to (1) and (2), 

𝑓(∆𝑈1) = 𝑘∆𝑈1 for the conventional linear droop and 𝑓(∆𝑈1) = 𝛼∆𝑈1
3 + 𝑘∆𝑈1 for the proposed 

hybrid droop. Therefore, the power difference 𝑃𝛿 can be expressed for the conventional linear 

and proposed hybrid droop, respectively, shown as follows: 

1CD
P k U               (11) 

3

1 1HD HD
P U k U    

    
       (12) 

where CD and HD represent the conventional linear droop and proposed hybrid droop, 

respectively. According to (11) and (12), for same 𝑃𝛿 and identical initial operating conditions, 

∆𝑈1𝐻𝐷 will be obviously less than ∆𝑈1𝐶𝐷. Therefore, the voltage deviation of the hybrid droop is 

small than that of the conventional linear droop under steady-state conditions. 
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2.2.2 Regulation Speed 

To compare the regulation speed between the conventional and hybrid droop control methods, 

Lagrange’s mean value theorem is employed. Based on (10), the second-order derivative of ∆𝑈1 

can be expressed by 

 
     
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2
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32
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Substituting 𝑓(∆𝑈1) = 𝑘∆𝑈1 and 𝑓(∆𝑈1) = 𝛼∆𝑈1
3 + 𝑘∆𝑈1 into (13) for the conventional and 

proposed droop methods, respectively, and we obtain 
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The numerator of the second term of (15) is always positive since 𝑈10 is much greater than ∆𝑈1. 

Thus, (15) is always greater than (14). Based on Lagrange’s mean value theorem, (16) and (17) 

can be derived and expressed as 
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t t
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The second terms at the left-hand side of (16) and (17) are equal under the same initial 

conditions. The first terms at the left-hand side of (16) and (17) are zero since the system reaches 

the new steady-state operating points at 𝑡𝐶𝐷 and 𝑡𝐻𝐷, respectively. By comparing (16) and (17), 

the time instant 𝑡𝐻𝐷  is less than 𝑡𝐶𝐷  since the second-order derivative of the proposed hybrid 

droop is greater than that of the conventional linear droop. Therefore, the proposed hybrid droop 

has faster regulation speed than the conventional linear droop. 
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Fig. 5 The flowchart of the proposed hybrid 

droop control. 

Fig. 4 The block diagram of the proposed 

hybrid droop control. 

 

3. Control Structure and Flowchart of the Proposed Hybrid Droop 

 

The overall structure of the proposed hybrid droop control method is shown in Fig.4. The 

resetting detection block is used to determine the time instant to perform the reference self-

correction algorithm. The resetting loop is triggered by the resetting detection block and used to 

correct the reference value. After regulation and system recovery, the present voltage 𝑈𝑖 and 𝑃𝑖 
are sampled for the reference 𝑈𝑟𝑒𝑓 and 𝑃𝑟𝑒𝑓 resetting though sample/hold component. Thus, ∆𝑈𝑖 

is eliminated and hybrid droop curve moves to the new operation point shown as Fig. 3. The 

overall procedure as a flowchart is shown in Fig. 5. 
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Table 1 Electrical Parameters of Simulation Model 

 

4. Simulation Results 

4.1 Performance of the Conventional Linear Droop 

The parameters of the study system of Fig. 1 are 

shown in Table I. The parameters of the overhead 

transmission lines are obtained based on [7]. 

 

The performance of the conventional linear droop 

control with a shallow slope is investigated and the 

simulation results are shown in Fig. 6.  For the 

shallow slop of Fig. 2, the coefficient k in (1) has a 

large value and, consequently, the output power 

reference of the droop controller is very sensitive 

to the dc voltage ripple. As shown in Fig. 6, the 

ripple of the output power reference from the 

droop controller increases and this phenomenon 

will affect the measured active power. Moreover, 

it increases the dc voltage ripple. Therefore, the 

shallow slope of the conventional linear droop 

control causes large ripple as compared with the 

steep slope under steady state conditions. 

 

 

4.2 Comparison between the Linear and Proposed Hybrid Droop Control Methods 

The simulation results of the proposed hybrid droop control (k = 20, α = 8) and the conventional 

linear droop control with the steep and shallow slopes are shown in Fig. 7. As shown in Fig. 7, 

the conventional linear droop control with the shallow slope (k = 50, α = 0) has the faster 

regulation speed and less voltage deviation than that of the linear droop with the steep slope (k = 

20, α = 0) during a transient. However, the linear droop curve with the shallow slope has larger 

ripples in the power reference, measured power, and dc voltage under steady state conditions. On 

the other hand, the regulation speed of the proposed droop is similar to that of the linear droop 

with the shallow slop. However, the voltage deviation of the proposed droop is smaller than both 

linear droop curves with steep and shallow slope. The ripples of the proposed hybrid droop in the 

power reference, measured power, and dc voltage under steady state conditions are less than both 

ones as well. 

 

Therefore, the proposed hybrid droop with the developed reference self-correction algorithm 

achieves the better performance than the conventional linear droop under both dynamic and 

steady state conditions. 

 

 

 



8 

 
Fig. 6 The simulation results of the power reference, measured power, and dc voltage for the 

conventional linear droop control with k changed from 5 to 40. 

 

 
Fig. 7 The simulation results of the power reference, measured power, and dc voltage for (1) 

the proposed droop (k = 20, α = 8), (2) the linear droop control with the steep slop (k = 20, α = 

0), and (3) the linear droop control with the shallow slop (k = 50, α = 0). 
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Fig. 8 The simulation results of the power reference, measured power, and dc voltage for the 

proposed droop control (1) with reference self-correction and k = 20, α = 8, (2) without 

reference self-correction and k = 20, α = 8. 

4.3 Performance of the Proposed Hybrid Droop with Self-Correction Algorithm 

As aforementioned, the regulation speed and voltage deviation of the conventional nonlinear 

droop are affected by operating point moving. Figure 8 shows the power reference, measured 

power, and dc voltage for the proposed droop with and without the reference self-correction 

algorithm by using k = 20 and  α = 8. In Fig. 8, the dynamic performance during two regulations 

shows that the performance of the nonlinear droop is influenced by moving operating point and 

there is stability issue. The hybrid droop control with the reference self-correction algorithm can 

ensure that every regulation will have same performance on regulation speed and voltage 

deviation, and can improve system stability.  
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5. Conclusion 

The conventional linear droop with the shallow slope can achieve fast regulation speed and small 

voltage deviation but large ripple in power and voltage. The conventional nonlinear droop 

control has different performance for different operating points, which may cause system 

instability under certain conditions. In this paper, a hybrid droop control with a cubic 

acceleration term and reference self-correction algorithm is proposed for VSC-MTDC system. 

The proposed droop control has fast regulation speed and low voltage deviation during a 

transient due to its nonlinear characteristics. The developed reference self-correction algorithm 

can move the droop curve to the new operating point for eliminating voltage deviation and 

reducing voltage and power ripples, thereby improving system dynamic response and stability.   
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Different methods are proposed to control the voltage and power in MTDC systems [5–8]. The most
common method to control the DC-side voltages is the master-slave control [5, 6]. In this method,
one converter is responsible for the voltage control while other converters control their power [7, 8].
However, this method has a low reliability since a single failure can corrupt the voltage regulation.
It also relies on fast communication of the remotely measured signals to the master converter.

Voltage droop is an alternative to master-slave control. Voltage droop distributes the voltage reg-
ulation responsibility between several converters while the power is controlled by the remaining
converters based on their droop coefficients [9, 10]. However, this method has some disadvantages
such as the DC-side voltage imbalance [11], overloading in converters [12], and instability caused
by load changes on the AC side.

Different aspects of MTDC systems have been investigated in the literature. Reference [13] discusses
an adaptive droop-based power sharing strategy for MTDC systems with off-shore wind farms.
This strategy needs to be updated whenever the topology of the system changes. A droop-based
control strategy that is independent of the DC system topology and line parameters is investigated
in [14]. Reference [15] studies an autonomous voltage droop-based coordination of VSC stations in
an MTDC system without the need for communication. Reference [16] proposes a model predictive
controller (MPC) to coordinate the voltage droop coefficients in an MTDC. Reference [17] proposes
an approach for a generalized power flow in a VSC-based MTDC grid. A coordination strategy
for the secondary and primary voltage and frequency controllers in an MTDC grid is developed
in [18]. Power sharing between different VSC stations is investigated in [19]. References [20]
propose a method to damp interarea oscillations using a multi-input multi-output controller. A
power reduction-based scheme to prevent DC overvoltages is proposed in [21]. Reference [22]
reviews different modeling, control, and protection techniques available for MTDC grids.

Although extensive research studies are performed on MTDC voltage control, to the best of the
authors’ knowledge, none of them addresses the inaccuracies in the DC voltage regulation and
power sharing caused by a load change on the AC-side terminal. To mitigate this shortcoming, this
project proposes an improved voltage regulation and accurate power sharing scheme that, unlike the
available literature [14, 15], can maintain the desired voltage and power values after a large load is
added to the AC terminals of the MTDC converters. The proposed method is implemented using a
generalized droop-based controller.

1

1. Introduction

Multi-terminal direct current (MTDC) systems are a potentially feasible solution, both economically
and technically, for the integration of renewable energy sources and the connection of different
AC grids with different frequencies [1]. Voltage-sourced converters (VSC) and line-commutated
converters (LCC) are two common power converters used in MTDC systems [2]. Several advantages
of VSC over LCC, such as independent and flexible real and reactive power control, black start
capability, no commutation failure, and smaller footprint, have made the VSC-based MTDC a
dominant solution [3]. However, there are still challenges regarding DC voltage regulation and
power flow control in the operation of VSC-MTDC systems [4].



The remainder of this report is organized as follows. Section II illustrates the proposed MTDC study
system. This section develops the DC and AC network models and explains the design process of
the controllers. The proposed feedforward controller is also presented in this section. Section III
reports the simulation results. The conclusions are provided in Section IV.

2



To model the DC network, a generalized π section of the transmission line and its equations are
used [14]. Using a π section instead of a resistance makes the analysis valid for transients as well.
In Fig. 1, Z1 to Z5 are the DC cable impedances, Y1 to Y5 are the DC cable admittances, IDC1 to
IDC5 are the DC line currents, and VDC1 to VDC4 are the voltages of the DC-side capacitors. This
section develops the equations of the DC network by assuming IDC1, IDC2, IDC3, and VDC4 as
inputs. These equations are derived by finding the relationship between the DC-side voltages and
currents.

VDC1 = V5
Z1Y1

2
+ IDC1Z1 (1)

VDC2 = V5
Z2Y2

2
+ IDC2Z2 (2)

VDC3 = V6
Z3Y3

2
+ IDC3Z3 (3)

VDC4 = V6
Z4Y4

2
+ IDC4Z4 (4)

V5 = V6
Z5Y5

2
+ IDC5Z5 (5)

IDC5 = IDC1 + IDC2 = −IDC3 − IDC4 (6)

Using these equations, the MTDC system equations are derived as shown in (7). The power flow
equation for the MTDC system i (i = 1, ..., 4) is derived as follows:

Pi = VDCiIDCi (8)

2.1 AC Network Model

The converters are modeled in the dq reference frame, as seen in Fig. 2. The dq modeling allows
for the decoupled control of real and reactive currents in each converter. DC-side voltage and real
power are controlled by the d-axis current while AC-side voltage and reactive power are controlled

3

The topology of an MTDC network varies depending on different factors such as geographical
concerns, economical conditions, and technical issues [6]. In this project, to analyze the effective-
ness of the proposed control strategy, the four-bus test system shown in Fig. 1 is utilized. The DC
network connects the AC grids through π section transmission lines that have different impedance
and admittance values based on their lengths. The power converters used to connect the AC grid to
the DC network are bidirectional. Power input converters are used when there is a power source,
such as an off-shore wind farm, on the AC side, while power output converters are connected to AC
power grids [6].

2. System Modelling and Control



by the q-axis currents of the converters. The AC-side equations of the converters in the dq reference
frame are as follows [23]:

vt,d = Rf id + Lf
did
dt

+ vs,d − Lfωiq, (9)

vt,q = Rf iq + Lf
diq
dt

+ vs,q + Lfωid (10)

2.2 Droop-Based DC Voltage and Real Power Controller

Fig. 2 shows the control block diagram of each converter. The reference value for the d-axis current
is derived by the outer loop of the hierarchical controller (i.e., the droop-based voltage and power
controller). The droop-based controller is expressed as follows:

VDC + kP + a = 0. (11)

Ceofficients k and a depend on the voltage and power characteristics of the converters and their AC
systems. The value of |a| equals the nominal value of the DC voltage when the real power is not
transferred by the VSC. k is the slope of the voltage droop characteristic, which is determined based
on the relationship between different converters, as will be discussed later in this section. Fig. 3
shows the droop characteristics of a single converter. According to (8), with the DC-side voltage
being constant, the real power is proportional to the DC-side current. As seen in Fig. 1, VSCi and
VSCi+1 are power input converters, for i = 1, and power output converters, for i = 3. Using (8),
with VDC values being the same, the real powers of the VSCs can be controlled with the ratio of
c = Pi

Pi+1
=

IDC,i

IDC,i+1
.

The reference d-axis current is calculated as

id,ref = (kp +
ki
s

)(VDC − [VDC,ref −Di
G

1 + Ts
(Pi,ref − Pi)]. (12)

Considering ∆Pi = Pi − Pi,ref and ∆VDC = VDC − VDC,ref as the inputs of the system, (12) can
be rewritten as

id,ref = (kp +
ki
s

)∆VDC −
GDi

1 + Ts
(kp +

ki
s

)∆Pi. (13)
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Figure 1: Four-bus MTDC study system.
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Figure 2: Proposed model of a converter station with droop-based voltage and power controller.

The outer loop of the proposed controller needs to be slower than the inner loop. Thus, a low pass
filter is used in the outer loop. Equation (13) shows that this filter adds a negative pole (−1

T
) to the

transfer function of the studied multi-input-single-output (MISO) controller, which decreases the
steady state oscillations.

Based on (1), (2), and (7), the changes in the DC-side currents of VSCi and VSCi+1, i = 1, 3, can
be expressed as

∆IDC,i = ki
ZiYi

2
∆V5(6) + kiZi∆IDC,i (14)

∆IDC,i+1 = ki+1
Zi+1Yi+1

2
∆V5(6) + ki+1Zi+1∆IDC,i+1 (15)

where ∆V5 is used for i = 1 and ∆V6 for i = 3. The relationship between ∆iDC,i and ∆iDC,i+1 is
determined by (14) and (15) based on the real power transmission ratio c, which is set by the system
operator. Thus, the relationship between the slope of the droop characteristics of VSCi and VSCi+1

can be found using (14), (15) as

ki+1 =
kiZiYi

Zi+1Yi+1c+ kiZiZi+1Yi − kiZiZi+1Yi+1c
. (16)

2.3 Proposed Feedforward Loop

Apart from a power sharing and voltage control algorithm, an MTDC network should be able to
continue its normal operation when disturbances happen on the AC sides of the VSCs. None of the
proposed power sharing algorithms considers the effects of an added AC load on the real powers and
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Figure 3: Droop characteristics of two converter stations.

DC voltages of an MTDC network [6, 14, 15]. This load can cause unwanted reverse power flows
through the VSCs, as will be shown in Section III, as well as a significant drop in DC voltages.

Adding a feedforward signal containing the d- and q- axes of the load current cancels the effect of the
load current on the VSC current controller. This enables the MTDC network controllers to maintain
their real power and DC voltage set points. Fig. 2 shows the proposed feedforward loop, as it is
subtracted from the current controller input and added to the output current within the AC grid model.
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This section evaluates the performance of the proposed scheme and compares it with the tradi-
tional control methods using different case studies performed in the PSCAD/EMDTC software
by studying the four-bus MTDC system in Fig. 1. Bus 4 works as the slack bus and controls the
DC-side voltages of all the buses. As a result, based on (11), k4 is zero. The other buses are
responsible for real and reactive power control and work in PQ mode with identical nonzero k
coefficients. The converters located at buses 1 and 2 work as power input converters and the con-
verter at bus 3 works as a power output converter. The parameters of the system are shown in Table I.

To show the capability of the proposed system in controlling and accurately sharing the real powers,
the PQ buses are set to transfer certain amounts of real power, P1 = 0.2 MW, P2 = 0.3 MW,
and P3 = −0.5 MW. Bus 4 is responsible for DC voltage control with the set point of 1 kV. At
t = 0.7 s, the real power reference of bus 3 is changed from 0.2 MW to 0.4 MW. Fig. 4 shows
how P1 tracks its reference while the other PQ converters maintain their real powers. The change
in P4 is to control the DC-side voltages and maintain the real power balance in the DC network.
P4 also represents the real power loss in the DC network that is lower than 3%. Fig. 5 shows the
DC-side voltages as a result of the power set point change. The steady state voltages remain at their
set points although the real power set point is changed.

This case study shows the capability of the proposed controller in regulating the DC-side voltages
independently of the real powers. While the PQ buses are transferring certain amounts of real power,
P1 = 0.2 MW, P2 = 0.3 MW, and P3 = −0.5 MW, at t = 0.7 s, the DC voltage set point changes
from 1.0 kV to 0.9 kV. It returns to its initial value of 1.0 kV at t = 1.0 s. Fig. 6 shows how the
DC-side voltages track their reference values. The real powers of different buses are shown in Fig. 7.
The VSCs maintain their real power set points when the DC voltages change.

3.3 Response to AC-Side Load Change

This section evaluates the effectiveness of the added feedforward loop by comparing the perfor-
mance of the system with and without the proposed method to a change in the AC-side load. The
DC-side voltage and the real power set points of all the converters remain constant during this
case study. At t = 0.7 s, a 3 MW load is switched on at the AC-side terminal of the converter
in bus 3. Fig. 8(a) shows that real power of the converters using the conventional method cannot
maintain their set points after the load is added. Fig. 8(b) shows the real powers in the droop-based
system with the feedforward controller. Using the feedforward loop allows the converters to operate
independently of the disturbances on their AC sides. Therefore, these disturbances are picked up by
the AC grid, not the MTDC system.

7

3. Simulation Results

3.2 DC-Side Voltage control

3.1 Accurate Power Sharing Between Converters



Figure 4: Real powers of the converters as a result of a change in Pref1.

Figure 5: DC-side voltages of the converters as a result of a change in Pref,1.

Figure 6: DC-side voltages of the converters as a result of a change in their reference values.
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Figure 7: Real powers of the converters as a result of a change in the DC-side voltages

9

Fig. 9 shows the DC-side voltages as a result of the load change. Fig. 9(a) shows that the conven-
tional controller cannot keep the DC-side voltages on their references when the load changes. All
the DC-side voltages drop to lower than the permitted voltage deviation (5%). Thus, the system
cannot continue its normal operation. Fig. 9(b) shows that the proposed scheme can keep the
DC-side voltages on the desired value.



Table 1: Parameters of the study system.
Grid-Connected VSC Parameters

Vs,rms 480 V CDC 4 mF
fs 60 Hz Lf 50 µH

fswitching 2.63 kHz Rf 11 mΩ

Control Parameters

Current Controller Voltage Controller

Kp 0.200 Kp 8.000
Ti 0.005 Ti 0.010

DC Lines Parameters

Resistance Inductance Capacitance

π section 1 2.9 mΩ 1.4 mH 0.1 µF
π section 2 2.9 mΩ 1.4 mH 0.1 µF
π section 3 3.0 mΩ 2.8 mH 0.2 µF
π section 4 3.0 mΩ 2.8 mH 0.2 µF
π section 5 3.2 mΩ 3.0 mH 0.3 µF

(a)

(b)

Figure 8: Real powers of the converters with a load added to the AC-side of terminal 3 using (a) the conventional
method, (b) the proposed feedforward method with droop gains.
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(a)

(b)

Figure 9: DC voltages of the converters with a load added to the AC-side of terminal 3 using (a) the conventional
method, (b) the proposed feedforward method with droop gains.
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This project proposes a generalized P-V droop-based control strategy for accurate power sharing
and voltage regulation in MTDC systems. A DC grid with four terminals is used to validate the
effectiveness of the proposed scheme after a complete mathematical justification. It is shown that
the proposed scheme can track the power reference changes in VSC units while keeping the voltages
within the desired thresholds. Furthermore, the advantages of the proposed feedforward scheme
over conventional controllers is demonstrated during demand changes on the AC grids. Unlike the
conventional MTDC controllers, the proposed control scheme can maintain accurate power sharing
and voltage control when AC-side demand changes.

12

4. Conclusion
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