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Executive Summary

This white paper concerns difficult questions regarding standards for dynamics of future
electric energy systems. The electric power systems of today already have a well-defined
physical structure and the design of future standards must evolve around the existing best
practices. The emphasis is on identifying what might become possible problems with
system dynamics as unconventional technologies are integrated into the existing T&D
large-scale electric power grids, and how to design standards for dynamics which support
system evolution without experiencing near real-time operating problems. The main
challenge in introducing standards for dynamics is whether it is possible to design easy-
to-use standards which will enable integration of new generation, T&D and demand
technologies in a plug-and-play way without creating operating problems. Fast
automation is key to managing hard-to-predict deviations of power generation, demand
and transfers from their schedules in between the dispatch intervals. Standards for
dynamics are needed to support this automation for ensuring safe and stable service.

In this paper we attempt the question of designing easy-to-implement standards for
dynamics by first assessing what is available today. Based on this review we conclude
that the existing standards for governor and excitation system response, along with the
standards for automatic generation control (AGC) and/or for European automatic voltage
control (AVC), are control area-level requirements which are not system specific. As
such, they serve as a great starting point for what is needed in the future. We identify the
assumptions underlying today’s standards and their propose possible generalizations that
relax these assumptions. It is notable that there are effectively no standards for dynamics
in place for electricity users nor for rapidly growing deployment of Flexible AC
Transmission Systems (FACTYS). It is also notable that special purpose controllers which
have been implemented for transient stabilization do not have quantifiable standard
requirements for their dynamic performance. We illustrate dynamic problems in today's
industry. We point out that these problems with system dynamics can be directly related
to the assumptions made in today's best practice which do not hold in the examples
discussed.

Throughout this paper we make every attempt to identify problems and propose
principles for possible solutions using the same unifying structure-based modeling
approach. This approach enables one to model system dynamics in terms of dynamics of
local components and their explicit interactions with the system to which they are
connected. This modeling approach lends itself to starting from the standards for
dynamics presently used by the industry, and to identifying possible ways for
generalizing these. We illustrate how by identifying this inherent structure deeply
embedded in the physical design and organization of electric power grids the same
examples of dynamic problems can be converted into examples of designing standards
for ensuring no dynamic problems.

Based on the examples of past problems and the proposed structure-based modeling
approach to automation design necessary to eliminate these problems, we propose a set of
general principles which should underlie the design of standards for dynamics in the
evolving electric energy systems. Three qualitatively different approaches are
recommended.



1. First, the simplest, entirely plug-and-play standards design for dynamics requires that
each (group of) components has sufficient adaptation to stabilize itself and to cancel
the interaction variables with the neighboring (groups of) components. This is a
simple design, yet, it is based on sufficient conditions and as such it is conservative
with respect to the control requirements. Nevertheless, it can work and it can open
doors to major innovation.

2. Second, standards for dynamics are proposed by which each (group of) components
stabilizes its own dynamics and participates in minimal coordination of interaction
variables managed at the higher system layer. Minimal coordination protocol is
designed for careful trade off between the system-level response and cost of system-
level control. As such, it is near-optimal, but requires protocol for coordination. We
illustrate major gains from such minimal coordination. With the influx of
synchrophasors, this is feasible to implement and it amounts to system-level wide
area measurement systems (WAMS)-based coordination of dynamic interactions
between the (groups of) components. A potential problem with this scheme is that it
is not possible to uniquely assign the responsibility to specific (groups of)
components nor is it possible to provide economic incentives for participating in
higher-layer dynamic coordination.

3. To overcome the problem just noted, we propose a third possible framework for
interactive participation protocol in system-level coordination. This protocol relies on
exchanging information about component's willingness to contribute to coordinated
control of interaction variables at the price range defined by the component to reflect
unique control technology. We refer to this framework as the dynamic monitoring
and decision systems (DYMONDS) protocol. We identify open research and
development questions for all three possible pathways to standards for dynamics in
future electric energy systems.

There have been many efforts over the past several years which are targeted to
establishing architectures for smart grids, and these are referred to in this white paper.
Also, recent efforts toward common information model (CIM) have been under way by
focusing on standards design for characterizing the specifications of existing and new
equipment in the power grids. The main objective of NIST standards of this type has been
to enable deployment and integration of equipment made by different manufacturers in
future electric energy systems. This goes a long way toward enabling analysis of systems
as they evolve. This white paper complements these efforts by focusing specifically on
standards for dynamics. The goal is to arrive at relatively simple standards and/or
protocols which allow flexibility in technology used to meet them, and, at the same time,
lead to provable and quantifiable performance and justification for such standards. To
move forward to establishing such standards, it is important to have a systematic
computer-aided approach for modeling, and demonstrating, at least by using simulations,
that the proposed standards will meet their purpose.

Our general recommendation is to present and discuss the envisioned standards for
dynamics with NERC, NIST, NASPI, IEEE and IEC and seek their comments. All these
bodies should have a genuine interest and responsibilities in working toward standards
for dynamics. The second recommendation is to consider an industry-academia team with
a focused effort toward formalizing and adopting standards for dynamics.
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I. INTRODUCTION

At present there is much work under way which is pointing ie thirection of distributed
decision making for balancing forecast supply and demambvwKedge is being acquired on
how sub-optimal this process might be relative to fully calited economic dispatch and unit
commitment by the system operators. It is evident that doatdd resource scheduling over
the broad ranges of system conditions remains necessargnguring that power schedules
are deliverable across vast nonlinear electric power ghisreover, it is essential to have fast
automation in place to ensure safe, stable and acceptablgyqof service to manage hard-to-
predict deviations of power generation, demand and trasmd$fem their schedules in between
the dispatch intervals. Standards for dynamics are neexedpport this automation.

This white paper concerns, more specifically, standarddyfoamics in future electric energy
systems. As the industry evolves and new technologies matue historical boundaries between
the dynamics and steady-state driven by the adaptationsters conditions are becoming truly
gray. ! This paper poses the objectives of standards for dynamieskmader context of the
electric energy industry standards, and even broader IBEHEEC standards. The main challenge
identified is the design of a systematic platform for enablgeamless integration of new
technologies which will support dynamic specifications #fecent system layers; these range
from the component level specifications, to aggregated pgraaf components interconnected
via electric power grids (smart balancing authorities-SBAnd, ultimately, to the dynamic
specifications of the system as a whole. Also, standards eeeledl for integrating hybrid
cooperative portfolia closer to the end users and at theilglision level, and to account for
their effects by the balancing authorities responsibleofograting the system at the higher level.
The ultimate challenge comes from the need to define compdens standards which would
ensure desired performance at the higher system levelenGhat the power grid network is
highly nonlinear, it is fundamentally necessary to havexdaads which require automation to
adjust to the changing operating conditions. This makesry ¢hallenging to meet the provable
performance requirement.

An important observation is that standards are needed forapie performance, and best
effort approaches are not acceptable. The challenge ajrmagi standards/protocols which have
both provable and easy-to-implement characteristics ig kard. In this paper we propose that
such design may be doable, once it is understood what needg find why. We proceed by
reviewing today’s standards and best practices for dymamitoday’s industry. This is important
because the best outcome would be to build on the existingfipea by enhancing them. We
also illustrate several representative system-levellpros with dynamics, and identify why these
occurred. We proceed by observing that the conceptualpirgtion of the existing standards,
problems with system-level dynamics and a possible appréacsystematic standard design
for dynamics can all be tackled using our unifying structbased modeling of electric power
system dynamics. Both the existing and future electric ggnsystems lend themselves to this
modeling approach.

Recently, models and control design using this structaset modeling approach has been

In this paper we use the term steady-state as a proxy for-gta#&nary moving equilibrium processes. This is doneabse
of industry’s common usage of the first term. We point out, &éasv, that an electric power system is never at an equitiforiu
and for understanding market-induced volatilities, foample, it is critical to begin to think of dispatch and inttspatch as
event driven-process which may be stable or not.



used to simulate how it would be, indeed, possible to havedost green solutions to electricity
services in the Azores Islands, Portugal [1]. This mode&apgroach is fundamentally scalable,
and we are proposing to explore its potential for systematiegration of smart technologies
to enable sustainable electricity services in continemgdrconnection system which have
experienced dynamical instabilities caused by the higkeree of intermittent resources.

We start in Section Il by providing a short summary of relatenalgoing efforts for
standardization in the changing industry, in particulathia context of smart grid architecture
designs.

In Section 1l we propose four different functionalities wh standards for dynamics in
complex network systems, such as the future electric engygiems, should meet.

In Section IV we assess the role of today’s industry stargléod power system dynamics
in the context of these objectives. Operating problems & ghst related to problems with
meeting some of these objectives are briefly summarized. M&de several examples of why
today’s standards will not be sufficient to facilitate sys#tic innovation in the changing industry.
We identify several major issues and illustrate them usmg@lspower system examples with
embedded new technologies.

In Section V we briefly summarize the underlying structurkeirent in the electric power
systems dynamics and its models. We refer to this structucaighout the rest of the paper. We
introduce a model-based mechanism for characterizingactiens between different (groups of)
system components and for mathematically posing the obgscof standards for dynamics. The
model of an evolving future electric energy system can badhoof in terms of these interaction
variables. We suggest that re-thinking the objectives efftiture electric energy systems can
be made transparent by means of the modeling approach adogte. In particular, we point
out that the notion of dynamic interaction variables is airadtextension of the well-understood
guasi-stationary concept of Area Control Error (ACE) arglfiirther generalization proposed
some time ago to account for electrical distances withinrgrobarea [2], [3].

In Section VI we introduce a mathematical definition of iatgfon variables and point out
that this concept directly follows from relaxing asumpsowhen defining area control error
(ACE) used today in automatic generation control (AGC). Ashs it can be used for phased
in structure-based approach to designing control in fualeetric energy systems as discussed
in Section VII. In Section VIII the key question is addressedarding how distributed control
for electric energy systems could be designed for guardrmgedfomance using rigorous systems
control methods. Here, again, the structure-based mapalaproach is used to propose that it
would be indeed possible to control the interaction vadabh a distributed way by the smart
balancing authorities (SBAs). An ACE-like dynamic intdran variable can be controlled by
each SBA and the system would meet system-level dynamionpeaihce as long as these entities
meet the distributed control requirements. This approadiandamental for provable plug-and-
play standards for dynamics proposed in this paper. Howexamples are given which illustrate
that an entirely decentralized control design leads toagptbnal control and requires much more
costly control. Depending on the dynamic phenomena cdattothe cost is measured in terms
of control limits required, and/or in terms of wear-andrted equipment. It is suggested that
there exist major benefits from minimal coordinated contwér multi-temporal, multi-spatial
and multi-physics phenomena. At the same time, the propssedture-based approach leads
to minimal coordination of interaction variables only, amat of all states. This implementation
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is feasible using synchrophasors.

In Section IX we propose three possible paths toward systenstandards for system
dynamics. We provide some examples of all three proposetbapipes. We use the structure-
based modeling reviewed in Section V as the key modelingcegmpr for proposing and assessing
alternative approaches to standards for dynamics whicHdrensure well-defined performance.
Notably, using well-defined modeling and taking a systenmgrob point of view at the standards
design problem, it becomes possible to define standardsdeable performance. These possible
ways forward are discussed in light of regulatory compiexéiquired for their implementation.
They are also discussed in light of their role in supportimg évolution of today’s electric power
grids into smart grids capable of enabling sustainablézatibn of the existing resources and
the integration of new resources. We raise open questionsecoing a possibility of having
very simple standards similar to those in Internet and aligilectronics. We suggest that it
just might be possible to arrive at such standards; if thidase, this would lead to massive
industry innovation. Fundamental issues which requirgp@desearch by multi-disciplinary teams
of experts are described.

In Section X we conclude by emphasizing that perhaps theme isasy way out of having to
rethink the power industry standards currently used. Btesavenues are fundamentally affected
by what will ultimately be considered as reliable servicke Tentral generation and high-voltage
transmission planning for ensuring that the worst-adg@€e- 1) reliability standard is met at the
bulk power transmission system (BPTS) level must be consitie coordination with the lower-
level standards and protocols which must be designed forahadistributed energy resources. As
of now, the industry has very little guidance for integrgtutistributed energy resources (DERS)
which are not negligible in size, or for integrating huge f@mof very small DERs with a
similar capacity of a mid-size DER, so that this is done inrdomtion with BPTS reliability
planning and operations. This white paper offers possipfga@aches to defining standards and
protocols in support of future coordinated service pransi

[l. SUMMARY OF STANDARDIZATION EFFORTS FORSMART GRIDS

Unlike in some other complex man-made systems, such amétter electronics systems
of chips, for which introduction of standards was done at slistem design stage, there is
no opportunity to rethink the design of standards and agchite prior to building the electric
power systems. Instead, the electric power systems of taldegdy have a well-defined physical
structure and are operated according to best practicesthendesign of future standards must
evolve around the existing best practices.

The challenge is to introduce standards which would suppantution of future architectures,
both physical and cyber. Somewhat separable challengesiprtfblem of standards design for
future micro grids and for electric energy systems in theetiging countries. This paper does
not directly consider design of standards for such new systdhe emphasis is, instead, on
identifying what might be possible issues with dynamics asoaventional technologies are
integrated into the existing T&D large-scale electric powads, and how to design standards
for dynamics which support system evolution without expecing near real-time operating
problems.

The main issue in introducing standards for dynamics is adrat would be possible to design
easy-to-use standards which would enable integration of generation, T&D and demand
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technologies in a plug-and-play way without creating opegaproblems. At present there is
much work under way which is pointing in the direction of distited decision making for
balancing predictable supply and demand in a distributed Waowledge is being acquired
on how sub-optimal this process might be relative to fullptcalized economic dispatch and
unit commitment by the system operators. It is becoming eswidhat coordinated resource
scheduling over the broad ranges of system conditions remmeacessary for ensuring that power
schedules are deliverable across vast nonlinear eleaweipgrid. Independent from how is the
scheduling of power done, it is essential to have fast autioman place which would ensure
safe, stable and acceptable quality of service in betweenligpatch intervals to manage hard-
to-predict deviations of power generation, demand andsteas from their schedules. Standards
for dynamics are needed to support this automation. Dyremicelectric power systems is
too complex for designing its standards by stakeholdersgain standards they like. Instead,
a computer-aided approach to adaptive regulation in stipgfomtegrating new technologies
is needed. Stakeholders need to be presented with a vezifeggiproach to interconnection
requirements. If a systematic method for efficient settiigwell-justified requirement is in
place, this would make the time and cost of deploying theslent@logies much less demanding.

Historically, standards in electric energy industry haviengrily been concerned with meeting
safety of components, power plants, load components, migsgon and distribution lines,
transformers, etc. The IEEE and IEC standards for safetynamy and have played key role in
designing protection in the electric power systems.

When efforts for deploying distributed energy resourceERB) begun, it became important
to introduce interconnection standards for these new commms. A recent study provides a
summary of these standards in Massachusetts, [4]. The ydepld of very small resources
which have no significant effects on network reliability isagghtforward. However, standards for
either medium-size DERs and/or a very large number of smaR®are required for systematic
deployment of these resources when their effects on syséeformance become non-negligible.
These are at the infancy stage. However, they are neededrd mbance on DERs is to be
introduced [5].

Important for the discussion in this paper is to differetatiaetween standards at the component
level, at the control area level and at the level of the sysésna whole. While most of the
standards were initially established for safety at the comept level, standards for systems safety
were developed as per needed basis. To pursue radical omsjasuch as the one of digital
grids [6] it is important to understand the inter-depend@ent component-level specifications
and system-level performance. This is fundamentally ssmpd pursue in systems with little
dynamics and primarily stationary changes. Revolutiorsiayndards in digital electronics were
introduced under such assumption first [7]. The need for ndgreamic standards for analog-
to-digital conversion (ADC) by means of highly responsiesnsing and signal processing has
been recognized recently and the electronics industry ikinwg toward such standards [8].

This white paper concerns specifically possible standamddyinamics. There have been recent
proposals for all DC micro grids, and even all digital poweidg [9], [6]. Standards for such
power grids equipped with power-electronics switchingnalde DC power transfers need to be
introduced. The principles for these standards may berdifteehan the principles for standards
needed to ensure no dynamic problems in bulk power trangmisgstems. As the penetration of
low- and medium-voltage DC power grids increases it becorniésal to have standards and/or
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protocols for coordinating dynamic performance within arerall complex power system.

This paper recognizes that it is necessary to design a sgiteframework for standardization
in future electric energy systems. Given the overall coxiplef today’s physical electric energy
systems, it is suggested that information technology (Ifyl automation could play a key
role in having such system in place. However, computer nusthamd automation in today’s
electric energy industry are generally viewed as havingpsgorder effects on quality and
cost of electricity service. Investment planning and opena are targeted to building sufficient
capacity to ensure long-term adequacy for the forecasesydemand, and to, at the same time,
serve customers reliably and securely, without affectisgrsi even during the worst-case forced
equipment outages. Assuming accurate system demand $graca typical economies of scale
supporting central large power plants investments ande{aogle transmission and distribution
(T&D) infrastructure to reduce long-term cost, it is easytwerstand lack of perceived interest
in automation; the main value of IT and automation comes fpsaviding flexible, just-in-time
(JIT) adaptation to the changing system conditions, arsh fibm enabling economies of scope
values from multiple usage of the same hardware. The inglisstisk-averse and will build more
and have a bit larger operating reserve just in case conditime not as anticipated, instead of
relying on JIT and multiple use of the same equipment.

Perhaps an additional reason for the electric power ingusit having relied on automation
extensively in the past is the complexity of its design foagunteed performance. It is hard
for power engineers to trust automation and not have directral of their assets in an
environment in which synchronized monitoring is not in gamanufacturers’ data is hard to
test and the physical laws governing complex geograpligalst interconnected power networks
generally lead to un-tractable, non-closed form modelsth&tsame time, the very complexity
of forecasting system demand and scheduling generatiohad@ower can be delivered to the
right, often distant, geographical locations and at thétrigme to maintain synchronism, has
led to gradually increased use of computer software andhaatton in today’s utilities over the
past several decades. The software tools have becomeablalio system operators in control
centers and planners in their daily decision making.

Reconciling this complexity of designing the right softedor predictable performance, with
the growing needs for software to help manage complexityhef gthysical system is not an
easy balance to strike. Deciding what to leave to the opeyatod what should be automated
is equally as hard, if not a harder, problem as deciding whiel equipment to build and use.

The challenge of deploying the right automation has regdgaken on a new importance with
the efforts to make the most out of the available energy regsun sustainable ways. Moreover,
there are pressures to utilize all system assets, existidghaw ones, as efficiently as possible.
As these efforts are being pursued, it is becoming excebdutifficult to directly relate any
technical innovation, hardware or software, to the quaitié performance improvements. Yet,
it is clear that new models, communications, sensors, ctengoftware and automation will be
needed to integrate and utilize many diverse energy ressurc

One possible way forward would be to introduce standardsiyoamics which will support
deployment of IT and automation which will enable flexibleseis utilization. Designing
sufficiently simple standards with explicit objectives ofpgporting flexible utilization in electric
energy systems is a difficult but necessary task.
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A. Objectives of Standardization for Dynamics

There have been many efforts over the past several yeardahéctargeted to establishing
architectures for smart grids, see [10], [11], [12] and matiyers. Also, recent efforts toward
common information model (CIM) have been under way by faogisin standards design for
characterizing the specifications of existing and new egeigt in the power grids using the PTI
PSS/E model used by the industry today when running the pflar and transient stability
analyses [13]. The main objective of NIST standards of fyethas been to enable deployment
and integration of equipment made by different manufacsuire future electric energy systems.
Not surprisingly, the CIM effectively mimics the input datiged today. This goes a long way
toward enabling analysis of systems as they evolve, howievemot sufficient.

The first CIM versions were targeted to support steady-stateer flow analyses of systems
with new equipment. More recently, there are major effortdar way to standardize the input
data for transient stability analyses. The expectatiomas by using CIM model analyses can
be done to decide whether the new equipment can be integrafietly and what might be
possible technical problems.

This white paper complements these efforts by focusingiBpaity on standards for dynamics.
The goal is to arrive at relatively simple standards andfmtqeols which allow flexibility
in technology used to meet them, and, at the same time, legdotable and quantifiable
performance and justification for such standards. To momeeal to establishing such standards,
it is important to have a systematic computer-aided apprdacmodeling, and demonstrating,
at least by using simulations, that the proposed standaltisneet their purpose. As the first
step, we define next four basic functionalities standard-dymamics in future electric energy
systems should meet.

[Il. FOUR BASIC FUNCTIONALITIES OF STANDARDS FOR ELECTRIC ENERG®YSTEMS

In this paper we generalize the objectives of standards udturd electric energy systems.
We propose four basic functionalities that are necessargtémdards to support future electric
energy systems evolution.

As expected, they are somewhat unique to the electric poygerss, and are as follows:

. Standards must ensure safety of components; safety ofadttens among group of
components; and safety of interactions of the system as d&ewho

« Standards must ensure that the electric energy systemnaestito function as an inter-
connected AC system; further considerations are requivednsure that hybrid AC/DC
interconnected systems are compatible and continue tdifumas a single interconnected
system. System standards for interconnecting microgratsging from AC to all DC, to
the bulk AC power system must be such that the hybrid AC/DCBEYStem remains in
synchronism.

« Standards must meet quality-of-service (Qo0S) as definedhd®ydroups of) system users;
in particular, sustained variations in frequency and \dtaeviations seen by the system
users (both producers and consumers) away from nominal beustaintained within the
specified thresholds.

« Standards must be sufficiently user-friendly and easynattetstand and use. As such, they
must play the role of a powerful catalyst for integrating ameentional resources, demand
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response, and grid control technologies. Depending on tineiples of their design, they
could be standards and/or flexible, interactive, self-tdggprotocols.

An important notion to keep in mind as standards are design#tht today’s electric energy
system is actually never at an equilibrium. System dynamiescontinuously driven by changes
in fundamental input drivers, such as demand variationschiatige of equipment status. In the
future electric energy systems with many small hard-tadjotevariations caused by intermittent
resources and responsive demand system dynamics are gobeydven more pronounced. It
is, therefore, going to become important to formalize ounkimg about what constitutes the
dynamics in an ever changing complex power grid. Once thisniderstood, it is possible to
assess the standards for dynamics in today’s industry apbpmse possible standards for future
systems.

It is illustrated in this paper that how well the dynamics aranaged can be determined by
the type of standards in place. This dependence on the typmart grid technologies deployed,
and how are they valued is fundamental. There are severalg@svays of moving forward.
The following are three qualitatively different paths tod/atandardization.

« First, one could have standards for dynamics in smart digidn systems and effectively

unchanged transmission system operations standards.

« Second, standards for dynamics could be designed to ergiaaility of bulk power systems
without much standardization at the distribution leveltliBof these will bias evolution of
the overall system differently.

« Third, one could have well-defined standards at both trassion and distribution levels,
and, in particular, protocols for their coordination. Wepose that such standards would
provide the most harmonious evolution of systems as theg#feeiently general standards
to accommodate use of many non-unique technologies.

Finally, we observe that future standardization for tecahperformance should also concern
economic efficiency impacts on system performance, and ®@pehformance of different groups
of system users. The boundary between making standard¢rifcitystechnical performance, or

enabling them to interactively enable enhanced efficiescgamewhat gray at present; it is,
therefore, important to understand the trade offs betweehnical and economic performance
implied by different possible standard paradigms. In wludibivs we consider more than one
possible standardization path. We discuss their diffarepaict on choice for differentiated energy
services and long-term sustainability of services.

IV. EXAMPLES OF DYNAMIC PROBLEMS IN TODAY’'S INDUSTRY

In what follows we illustrate, by drawing on our earlier angrrent research, examples of
system-level dynamical problems. These examples areg@dato illustrate specific problems
with meeting objectives of standards for dynamics listedvab

A. Examples of issues with standards for ensuring systeet-afety

Safety standards for components have always been the highresern in the electric power
industry. Many organizations and manufacturers have webrkard to establish acceptable
operating specifications and standards for generatiamsrmession and distribution and customers
equipment. Protection and relays are embedded into Vyteakry single component, ranging
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Figure 1. The IEEE 14 bus system with two sources of harmoailuton

from the extra-high-voltage to the household appliancesvéver, over time, there have been
dynamic system-level problems which can be thought of asgosafety issues. Two such
dynamic phenomena are harmonic resonance and sub-syonosroesonance [14], [15], [16],
[18]. It was recently shown using simulations that harmamisonance can occur at a system
level [15]. Shown in Figure 1 is a 14-bus IEEE test system tachvla nonlinear current source
and/or Static Var Compensator were connected, as possibtees of harmonics.

Shown in Figure 2 is the percentage-wise distribution of ite harmonic when nonlinear
current source is connected to bus number 3. It can be seeinttids case, as expected, the
effects of harmonic pollution decrease with the electrdiztance away from bus number 3.
In other words, in this case the commonly made engineerisgnagtion of localized system
response to a disturbance holds. In this case there would h@ablems with large effects of
harmonic pollution elsewhere in the system. We think of #ésa localized response which
can be counteracted by a carefully designed local filter wkencels out locally this harmonic.
Similar localized effect occurs when the source of harmasiconnected to bus number 6.

However, when harmonic source is located at bus number §ripagation of harmonics is
system-wide as shown in Figures 3 and 4. Transfer impedaatexns used as one measure of
system-wide harmonic propagation in [15]. It can be shovan titee transfer impedances are much
larger when from bus number 8 to other buses, than from elthees number 3 or 6. Therefore,
potential for harmonic resonance is much higher when harersmurce is located at bus number
8. Much care must be taken in practice to prevent this higlpggation of harmonics; filters
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Figure 2. Localized response to harmonic pollution from bumber 3

Figure 3. System-level propagation of harmonic pollutioonf bus number 8
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Figure 4. The percentage of harmonic voltage relative tonabwvoltage at different buses; source of pollution at businer
8

need to be designed so that they cancel these propagatiorednce the effects of harmonics
at the source of pollution. Otherwise, it was reported thapriactice transformers can explode
as a result of harmonic resonance [19]. For purposes of durdiscussion in this paper we
observe that potential for a system-level dynamic problanthis case harmonic resonance,
is dependent on the relative location of the disturbancecgouo ensure that no system-level
safety problems caused by harmonic resonance occur it isrtarg to design filters capable
of canceling interactions with the rest of the system. Tlas be done either by placing high
gain local filters, and/or by having simpler, lower-gaindbfilters and protocols for coordinated
reduction of system-level interactions by the most effectavailable filters. When designing
standards a decision must be made whether the problem obharmesonance in systems with
components creating harmonic pollution should be manageadly by each component equipped
by expensive adaptive filters, or by simpler local filters anthimal coordinated harmonic

compensation of system-wide interactions between sowfdearmonics by the dedicated higher
level filters to prevent harmonic resonance problems.

A second example of potential system-level safety problertise problem of sub-synchronous
resonance [18], [16]. To start with, this is a very real pevblwhich led to breaking rotor shafts
of major turbine-generators connected to long transmmslsi@s equipped with series capacitive
compensation [18]. At present the best practice is to avoédptroblem by design which avoids
series compensated lines and/or has dedicated protectaiadonnect the line during conditions
when the SSR may occur.

There are many relevant lessons to be learned from this gagbds documented in [16].
In particular, it is essential to model the turbine-germarathaft dynamics to accurately assess
whether the SSR will occur, as measured in terms of increaseeleration, and that the standard
IEEE type excitation system will reach saturation durindRSShown in Figures 5, 6, 7 and 8
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Figure 6. Field excitation of a spring-mass system withousibnal shaft dynamics

are the acceleration and field excitation response durirfg ®hout and with torsional shaft
dynamics modeled [16].

This example serves as a warning that if simulation appresetie to be taken to assessing
standards for dynamics sufficiently detailed models mustidexl. This observation brings into
guestion potential for using model-free approaches todstahdesign. These must be done so
that the disturbance has rich data to identify the phenoménaterest. Parameter identification
becomes critical issue on the way to having good standandslyioamics. While in the past
best practices have been established starting from firatiptes, as new technologies whose
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Figure 8. Field excitation of a spring-mass system withitoral shaft dynamics

models are not well known get connected to the system, it isggto be critically important
to establish practices which overcome this problem by af@acembination of modeling from
first principles and experimental approaches to identifyimodel parameters key to system-level
problems like the SSR.

12



CHATEAUGUAY
L350

OSWEBESO

LOO T et
S0Pt —_
- T — SCOBIE
o X - BIIL LS TOMNE
S o BIED W AY
E SPRATIEB ROOK
-50"
-LOO -

-L50 -
ROTOR AMNGLES BASECASE bom2
o L -] 3 - 5 <

- T

Figure 9. Loss of synchronism during a short circuit faulNRCC [22]

B. Examples of issues with maintaining the AC system in synisim

When attempting to design standards for ensuring that teesyremains in synchronism it
is important to recall that there may be many root causes stesylevel loss of synchronism.
The two major root causes have been in the past loss of trariegabilities triggered by large
equipment failures and/or by large deviations in systerd Ba&ay from conditions for which the
primary controllers are tuned. In the 1980’s voltage ca&problem surfaced as another cause
of transient instability; notably, this problem can be &ddo inadequate control logic of on-
load tap changing transformers, see [28] and many otherst dfdhe research and development
work done in this area concerns analyses methods, and ntsbkcdesign methods [28].

As an illustration, a 38-bus 29-machine dynamic model ofdfaivalent NPCC system was
used some time ago to demonstrate using simulations a maltthine oscillation that occurred
at 0.75 Hz, involving group of machines in New York City anck thortheastern part of New
York State, as well as part of Canadian power system duringeacficle three phase short circuit
of the large transmission line. The oscillation was showmrtow until a particular generator
lost synchronism, followed shortly by another generatsirig synchronism. This low-frequency
oscillation was measured both in the real system and it wasdeced by using transient stability
simulations in [22]. Shown are representative simulationgigures 9 and 10 illustrating this
loss of synchronism as seen in the collapse of angle andgeoliéle note that transient stability
problems can also occur during sudden changes in outputsteimittent resources, such as
wind power gusts [29].

C. Examples of intra-area system-level small-signal insitées

For purposes of identifying what needs fixing with adequasigh of standards for dynamics
we illustrate here several qualitatively different typef potential small-signal instability
problems. To start with, it is easy to construct examplassithting the key need for primary
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Figure 11. Flores island system without primary control][33

control of generators, both governors and excitation systéAs an example, consider a small
Flores island power grid and simulate system response utithese primary controllers. Shown
in Figure 11 is the unstable system frequency response wmtifmamary control. For the same
system shown in Figure 12 is frequency response of the Flslasd system when all primary
controllers were tuned to be stable as stand-alone uni@ftartconnecting them the system-level
instability occurs.

The critical role of fast excitation control on wind poweiapts electrically distant from the
conventional power plants equipped with excitation systesnshown in Figure 13. It can be

14



50

omghydro
omgdiesel

49.51 4

Frequency (Hz)

485 L L L L L L L L L
0 20 40 60 80 100 120 140 160 180 200

Time (Sec)

Figure 12. Flores island system with strictly decentralig@vernor control [33]

x 107

Frequency (Hz)
w

10 20 30 40 50 60
Time(sec)

o=

Figure 13. Wind power plant without fast voltage control lire tFlores island system [33]

seen that without excitation control, or some other voliegetrolled support on wind power
plant, the system frequency will destabilize.

D. Examples of inter-area system-level small-signal ibsitees

Next we consider the problem of small-signal inter areallagicns, and illustrate these using
the Island of San Miguel power system. Shown in Figure 14esinkterarea dynamic interaction
variable when the island is organized as a two control argst®®. The dynamic interaction
variable of a control area represents a cumulative energpalence caused by the disturbances
in its own area and the external disturbances created by dlghlvoring areas [34], [20]. A
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Figure 14. Inter-area oscillations caused by wind distoecka in one control area in the Island of San Miguel [33]

notion of an interaction variable is discussed in Sectionakéd in this paper more formally.
For now it suffices to think of it as a generalized area corgrobr (ACE) when the system is
dynamically changing. It can be seen that the interactiorabbe of area 1 is much larger than
the interaction variable of control area 2. One possiblemsédr such dynamics of interaction
variables is when there is a wind power disturbance in cbanea 1 and the electrical distance
between the control areas is large. In this scenario theaictien variable of control area 1
simply represents the effects of wind power disturbancenat area. The interaction variable
dynamics contributes to inter-area oscillations which lédeely to occur as more intermittent
resources are added to the system. This plot is a representdtwhat is likely to be seen
in between control areas as more intermittent resourceadded to some control areas in the
continental US interconnection as well.

In addition to having inter-area oscillations caused bydnvamd/or other intermittent power
fluctuations, intra-area frequency oscillations are ik increase at the system locations,
particularly by the power plants and other components wintegia are small. Shown in Figure
15 are the representative frequency responses to the sardeuiver disturbances by the hydro-
and diesel-power plants inside the control areas in San élligu

These examples of potential for small signal inter- andahatrea area oscillations in systems
with large penetration of intermittent resources are uaggt in this paper as enhanced control is
considered for their control. Related to standards, thesen@eded to support enhanced control
which would prevent these oscillations from occurring.

E. Issues with quality of service (QoS)

Continuous small wind power or solar power fluctuations daulmulatively lead to unaccept-
able quasi-stationary deviations in frequency and/oragdtoutside of pre-specified acceptable
thresholds. Shown in Figure 17 is an example of frequencyatlems during intra-dispatch
intervals. These are result of not having sufficiently fasipoertional control of governors on
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Figure 16. Wind power fluctuations [31]

some power plants in response to wind power fluctuations shawrigure 16. On the other
hand, using fast diesel power plants and/or flywheels esulacceptable frequency deviations
in response to the same disturbance in the same system ans shéigure 18.

We note here that both intra- and inter-area frequency lagoihs are different at different
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Figure 17. Poor quality of frequency in response to smalldwpower fluctuations [31]
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Figure 18. High quality frequency to small wind fluctuationigh flywheel control [31]

locations in the system. Generally, they are function othboertia of power plants and the
electrical distances between the plants. Today's AGC nsodel not account for effects of
electrical distances, as the ACE is measured at the conteal kvel only. We introduce in
Section V a notion of interaction variables which account étectrical distances. While in
steady-state frequency is almost the same in the entireatarea, this is no longer the case
in systems which never settle to steady-state because tihaouns persistent disturbances, as
it is the case with intermittent power. This can be easilynsag frequency deviations plotted
for different power plants in Figure 15, and compared to tiieaghics of a single interaction
variable shown in Figure 14.

Similarly, persistent small fluctuations in reactive poveemsumption away from forecast

18



NYISO August 2006 Load Reactive Power Data for 3 Hours, Measurement Frequency = 0.50 Hz,Power Factor = 0.8
4

—— Pre-plancd Load Value
23| | —— Real Load Evolution, with 0.5Hz Sampling

1] - A T

8

N
3 3

Load Reactive Power Evolution (p.u.)
I o

5 I 3

100 120 140 160 180

20 0 0 80
Time (mins)

NYISO August 2006 Load Data for 3 Hours, Power Factor = 0.8

B4

p

)
3
\
]

Pu

N
3
=3

1
\

N
3
>

»
3

Load Reactive Power Evolution

»
3

»
3

20 10 140 160 180

100
Time (mins)

Figure 19. Forecast reactive power and small fluctuationsrat forecast [32]

reactive power consumption and production could resultnacaeptable load voltage deviations
within an intra-dispatch interval [32]. Shown in Figure 1@ acheduled reactive power and
reactive power fluctuations around the schedules. Thetmgulind power fluctuations are

unacceptable.

F. Economic issues related to control in today’s industry

Finally, it is important to stress that, in addition to pddsitechnical dynamic problems, there
exist major economic issues when it comes to enforcing d@abégp system-level dynamics.
Today’s practice is to charge for forecast scheduling atiogrto supply and demand laws. On
the other hand, AGC and best practices for dynamics haveredalith an eye on what must
be done for ensuring technical performance. The cost ofrcbfir managing system dynamics
has been considered secondary to the cost of capital ineassnm new equipment and to the
O&M cost. Most recently, standards are beginning to be eefbon governors for power plants,
for example, instead of viewing these as recommended peacfB6]. As the industry proceeds
with these enforcements, there are many questions raigaddiag the specifications set for the
existing and new DER power plants, for example. As a possbletion to these issues, some
time ago a proposal was made for so-called power exchandesfpuency control (PXFC) [37].
In short, the idea was to require load serving entities angelandustrial users to specify the
bounds for their fluctuations around the forecast power, tangrovide this information to the
control area operator. Similarly, potential suppliers @ guency regulation would be required
to provide their specifications on how they could responchftequency deviations (range of
frequency deviations and the power output limits). It waswveel in this paper that given this
information it becomes possible for the system operatoretmd® how many units of frequency
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regulation to purchase in order to guarantee that conteal fiequency deviation remains withing
the pre-specified threshold.

Resolving economic questions related to standards forrdigsaone way or the other will have
far reaching impacts on what gets built, and how the cost afpegent needed for regulation,
load-following and stabilization gets recovered, as reied by the policy makers. It has been
well-known for quite some time that the missed opportunibgtcrelated to AGC in today’s
industry is generally high [26]. As more intermittent resms are added to the system, and
there is a very real possibility of having much larger dewias in power from schedules simply
because any entity committed to participating in scheduhlmay fail to do so, the technical
challenge and economics of providing ancillary serviceB bbecome more pronounced. The
rules for ancillary services will directly affect the stamds for QoS, in particular.

To move forward, both temporal and spatial issues must bsidered. Notably, in today’s
industry there exists a major separation between the em@dgistribution management systems.
When an EHV/HV energy management system (EMS) schedulesrgéon to supply forecast
system demand, only load at the substation level is estindieis way, variations within the
distribution network system, including distribution tdpgy, distributed energy resources (DERS),
and demand response, are not visible to the EMS operatorlaBynwhen a distribution
management system (DMS) operates the distribution netweqikipment and resources, it is
assumed that anything connected to the substation is ahpde&r source.

Lester Fink in his visionary late writing noted the trend obwing control areas closer
to the end users [23]. Similar observations were made by Jddvorszky in [3]. These
early contributions proposed solutions that require clasmrdination of (groups of) system
components within a larger control area. The most basic plamf the need for such
coordination is the need for coordinating control spediitces between the high-voltage energy
management systems (EMSs) and many medium- and low-vdiagkdistribution management
systems (DMSs) within each control area. The need for thisgker as the deviations of power
consumed by the distribution network systems are becomamget due to high presence of
DERs. Knowing the net effects of disturbances created bydik&ibution system users as a
control area EMS is planning for regulation reserve, fornepke, could contribute significantly
to both better technical response and more economic didizabf regulation reserves. It is
very difficult to justify the deployment of very fast storageich as flywheels, batteries, electric
vehicles (EVs) and power-electronically controlled T&Duggment, for purposes of ensuring
acceptable dynamic system response without having infiaomabout what is needed and how
it is going to be paid for.

llic and Liu introduced a notion of nested control areas sdime ago [2], namely control
areas within which portfolia (groups of producers and comsis) are balancing their power. An
early US Department of Energy M.I.T Report was devoted tbin&tng control of the changing
electric power industry [17]. As part of preparing this repanuch input and discussion was
provided by both NERC and the leading engineers whose dpegias AGC. Two types of
mathematical models, one in terms of frequency and one mstaf power, were introduced
and reported in that early literature. We draw on these nsodext in light of today’s needs and
build on this knowledge.

All this early work recognizes the need for tighter techhi@ad economic specifications of
technologies capable of participating in system-leveltcdrand specifications of those system
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users and entities that create needs for control. Usingsgstontrol language, entities creating
deviations provide specifications on the ranges and typdstfrbances and the suppliers specify
the type and amount of control they are capable of providdme of the proposed standards for
dynamics in this paper fundamentally draws on this intéradghformation exchange. We next
introduce one modeling approach which can be used for dgfminimal information that needs
to be exchanged between different entities for guarantgedrdic performance at a system-level
and for setting the principles of standards for dynamicsuipp®rt of such performance.

V. A STRUCTURE-BASED APPROACH TOMODELING COMPLEX MULTI-TEMPORAL AND
MULTI-SPATIAL DYNAMICS IN THE CHANGING ELECTRIC ENERGY SYSTEMS

Today, a feed-forward ramp-rate limited economic dispdighihe EMS centers is performed
routinely at the pool level, generally comprising severtlities [38].2 AGC is performed at
each control area (utility) level and it is intended for g slow hard-to-predict demand
fluctuations. This level is referred to in the European ditere as the secondary level system
balancing. Finally, very fast demand fluctuations are camspted by local primary controllers,
governors and AVRs, in particular.

The DMS centers are currently in forming in the US. The infation about corrective actions
and automation effects by the DERs will have to be accounteca$ the industry begins to
count on near real-time demand response. Learning custgmadiles, accounting for the effects
of DERs, and communicating these to the EHV/HV system opesawill become the basic
means for implementing both reliable and more efficienttelgty services with active demand
participation at value.

Today'’s operations and planning of regional and multi-wegl interconnected electric power
grids is made possible by design to simplify their overalnpbexity [39]. The simplifications
have evolved in a bottom-up way through cooperation amofigreit control area3.The most
notable is the powerful automatic generation control (AGEHeme which is routinely used to
balance supply and demand without any regional and/ordoterection-level coordination [40].

If one thinks about this, the electric power industry algedths a powerful protocol for
balancing supply and demand in an entirely distributed Waych can be learned by revisiting
this concept as we attempt to move forward. We propose irsdason that by carefully extending
this concept and relaxing implied assumptions, one can wgmnaralization of ACE to propose
protocols and standards for future industry. In this papepvopose to do exactly this by stressing
that generalizations must be pursued carefully. This requmodeling of multi-temporal and
multi-spatial dynamics and related phenomena with an ptidanderstanding of the underlying
physics. At the end, it all pays of as it leads to a possiblegtesf standards for dynamics
which is not overly complex and it has guaranteed performamabis is a tall order.

A. Basic structure in today’s electric power interconnens

Shown in Figure 20 is the horizontal organization of a typ&actric grid interconnection. The
boundaries represent control areas within the intercdiorecToday’s protocols for balancing

2Control areas have recently been re-structured and aregedriay a single Independent System Operator (ISO) in areas
where power is provided competitively. Conceptually, tlaene ramp-limited dispatch is performed as in the existinggro
pools, except for O&M cost functions being replaced by ttek foinctions of market participants selling and purchasioggr.

3In this paper we use interchangeably terms control areaa:tdralancing authorities (SBAs) and utility.
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Figure 20. Interconnection-Level Structure of a Multi-@oirArea Electric Power Grid

supply and demand during normal operations is for each cbatea (SBA) to compensate its
own ACE within each dispatch time interval. For example, AG&C protocol is for each control
area to provide enough regulating power so that ACE crossesexery ten minutes; this is the
early industry standard known as tdHé standard [36]. After many years, defining standards for
frequency regulation remains work in progress [41], [42].

It is critical to observe for what is to follow that ACE repesgs a linear combination of
frequency deviation created by supply-demand imbaland¢kirwthe control area and the net
tie line flow deviation of power exchanged from the schedyeder exchange at the time of
dispatch.

Each control area needs to provide sufficient regulationriogba steady-state combination
of frequency deviation and the net tie line flow deviationgkoto zero within each dispatch
interval.

Shown in Figure 21 is a sketch of control area itself. The md@irea senses both the effect of
internal disturbances (area-level frequency supply demiarbalance) and the effect of outside
imbalances measured in terms of net tie-line power flow diewia from the neighboring control
areas as a single ACE signal. This standard (protocol) iplsinit basically requires each control
area to cancel out the effects of both internal disturbaaneshe effects of external disturbances
shown in Figure 21. This is not a new observation. Siljak, antipular, has used the concept of
AGC and ACE as an illustration of decentralized control gesn large-scale dynamic systems
[43].

B. Basic assumptions underlying today’s standards for dyina

The assumptions underlying provable performance of AGGrarg strong [44], [17]. To start
with, the concept is quasi-stationary, as system dynanmesaasumed to be stabilizable and
only a cumulative steady state error within a dispatch viaeis regulated. Moreover, ACE is
defined as a single scalar measure of the total control arealamce. The contributions to ACE
are not differentiated according to the electrical diseswithin a control area. Under these two
assumptions it is straightforward to prove that if each cardrea regulates its own ACE, the
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Figure 21. Control-Area (Sub-System)-Level Represemati

overall system will be balanced. The gains for each contred.ahowever, have to be carefully
selected. So-called frequency control area bjasill have to be selected as the sum of steady
state responses (droop characteristics) of the generatbcipating in AGC [40], [45], [2], [3].
Perhaps the most critical implied assumption is that stalsddor governor response,
particularly the droop characteristic response of a G-Te§ are such that the system-level
dynamics is stabilized [36]. In other words, it is assumeat thtynamical problems illustrated in
Section IV do not occur. In what follows we revisit the vatidof these assumptions and propose
enhanced control and supporting standards capable ofiegsur system-level instabilities.

C. The need for enhancing governor and AGC standards

The AGC standards do not lend themselves well to eliminatiagsient and small-signal
continuous dynamic problems described in Section IV. ThEeblems evolve at a much faster
time scale than the electromechanical imbalances coatrdy AGC. As described above, they
are generally caused by fast electromagnetic instalsiléaied/or harmonic- and sub synchronous
resonance. Notably, these dynamic problems are causedstghlm interactions among different
components. As such, they can not be managed by settingastBnarhich do not account
for interactions. This requires a structure-based mogddlnrepresent the interactions between
different (groups of) system components interconnectaduielectric power grid. The electrical
distances matter and they must be modeled, as well.

Finally, it is critical to observe that the fast continuouswer fluctuations caused by
intermittent power generation and responsive demand aenthin reason for having to go
beyond the steady-state standards for system dynamicdurefelectric energy systems. The
transient and small-signal instability problems expesezhin the past are likely to become a
routine problem unless fast automation is deployed with dnderstanding of how to prevent
these from occurring. Sudden large wind gusts will becomeatten of routine operations, and
will have the same effects as major losses of large equipnuaiteéss fast automation is put in
place to counteract their effects. It is with this in mindttiage introduce a notion of structure-
based modeling which could be used to counteract these dgnamoblems without requiring
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excessive IT infrastructure. This structure-based maogldeiscribed next.

D. Eigenmode-based and interaction variables-based nrugl@pproach

The taxonomy of instabilities in power systems is comple&][43]. Standards are needed
to ensure no instabilities of any type occurring. Most of literature concerning small-signal
stabilization is based on eigenmode placements-basegndé@dethods for transient stabilization
are not fully developed primarily because of the lack of viast sensing and communications
requirements. This problem will be overcome by deployingckyophasors, and it will ultimately
become possible to close the loop by using very fast syncedmnmeasurements. This is similar
to the special protection schemes (SPSs) currently degllaygortions of the system known
to have dynamical problems. The challenge is how to scaleuprbvable performance of the
entire system. Generally, SPS is designed with specific ledge of the problem in mind and
it is not designed with full model-based understanding aftesyn dynamics.

In addition to having fast synchronized measurements fasiief the loop and implementing
Wide Area Measurement Systems (WAMS)-based monitoringshnprogress has been made in
power electronics at medium- and high-voltage levels [@]péarticular, there is a major effort
toward all DC micro grids and buildings. These all requirst faower electronics switching for
converting from AC to DC, and vice versa, or for controllingtgntial instabilities.

The major challenge concerns standards for dynamics whemeat overly complex and can
be deployed by the micro grids (or groups of other systemsjiseemselves instead of putting a
new burden on utilities. Questions concerning what neetie tone to manage system dynamics
by the groups of users and what still must be done by theytli¢ key to moving forward and
deploying intermittent resources, storage and resport&neand.

A structure-based modeling approach is described next aspossible approach toward
standardization to ensure system-wide dynamics withouhgao always do full-blown system-
level studies.

VI. STRUCTURE-BASED MODEL FOR REPRESENTING SMALL SIGNAL INTERACTIONS WIAIN
A COMPLEX POWER GRID

At present our understanding of the fundamental causestehpal small-signal instabilities
are only rudimentary. As the dynamics of unconventionahimetogies is becoming intertwined
with the dynamics of the existing system, the complexity aitiple time-scale responses makes
it impossible to use conventional reduced order models. djnteamics of energy conversion
of small resources may evolve at the rate similar to the ratelectromechanical dynamics
caused by imbalances of mechanical and electrical torgoesonventional power plants. The
droop characteristic of new resources may be much diffdrem the droop characteristics of
conventional large-scale power plants. Some of the recemature concerns lack of inertia as
conventional power plants get replaced by intermittenbueses. As a matter of fact, even the
very notion of a droop characteristic in systems away fromildxgia is not a well-defined term.

When it comes to designing standards for dynamics in suchsyetems, it becomes necessary
to start with a full understanding of these complexitiese Trade offs are multifold, and could
be wear-and-tear of mechanically controlled existing popugnt (such as G-T-G sets); and/or
cost of fast-responding power electronically switcheddyas and/or flywheels.
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Most of analyses tools are strictly numerical, and as suehhard to relate to physical
problems. Fast interactions dynamics within an electrizvgrogrid are caused by the inertial
responses of its dynamic components. Today’s approach nimgucontrollers of generator-
turbine-governor (G-T-G) sets is mainly done by represgnthe rest of the system as a static
equivalent of the system during what may be considered thd&brst-case system outage. The
basic problem with this approach is that it is hard to accdonthe dynamics in the rest of the
system, and, therefore, it is hard to guarantee the systeet-$mall-signal stability. Therefore,
additional analyses are done for the closed-loop systerardigs to assess whether there may be
resulting unstable modes. Generally no further re-tunih@-a-G controllers is done. Instead,
operating conditions are restricted so that no small sigrsthbilities occur. As the operating
point changes, there is no guarantee that the system wikirestable.

Similarly, analyses of closed-loop of coupled electronaeital and electromagnetic dynamics
(real power-voltage dynamics) are done to assess whetbesyiiem with excitation control of
synchronous generators is small-signal stable. This ie donfixed controller gains (automatic
voltage regulators-AVRs-, power system stabilizers-RPS5Sghis inherently leads to sporadic
voltage stability problems, some of which typical of casngdlackouts. It has been known for
a very long time that either too-low or too-high control géan AVRs could lead to instabilities
even on a small two-node power system [25], [24]. Concordi&iges an in-depth interpretation
of why there exists only a range of gains for which the systgmachics are small-signal stable
[25]. Unfortunately, it is very difficult to extend this re@sng to a large-scale electric power
system. Consequently, as the operating conditions chaingeystem may become small-signal
unstable unless the control gains are adjusted.

It has also been known for quite some time that the slowertrel@echanical interactions
are result of structural singularity characteristic of aglgctric power system. Structurally,
electromechanical dynamics of an interconnected power lggis at least one zero eigenvalue
when the dynamics of all power plants is included [2], [3]isSThas been the indirect main reason
for introducing mathematical concepts such as slack orgwirs. These are non-physical and
the only reason they are used is for mathematical necedsiyaading structural singularity of
the electric power system model. They generally make it kadirectly relate the mathematical
results to the physical phenomena. The closest interpetea the one of a swing bus being a
very large generator, or a slack bus being a distributed AGE b

We suggest that, instead of eliminating the last gener&t@void the singularity problems, one
should keep all generators as they physically contributéhéosystem dynamics. The structural
zero eigenvalue is useful for finding a linear combinatiorsiaftes in any given electric power
system whose dynamics are only driven by the disturbanoésnal and external. This linear
combination of states is referred to as the interactionatdei between each subsystem and the
rest of the interconnection [2], [3], [20]. The interactivariablez!(t) = T x 2! can be shown
to be a linear combination of states representing interpaéohics of the control areg!(t), and
its dynamics are driven by the independent inputs into cbrirea. Given a mechanical power
input PA(t), internal disturbances! ,(¢) and external disturbance® ,(¢), the dynamics of the

int

interaction variable can be shown to be given as

) =T« AT« PL(t) + T! % Eyy xdl,(t) + T+ FL, xd”_,(t) (2)
Matrices A’, F!, and F!, represent the system matrix of the internal control areadyes,
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internal disturbance and external disturbance matrichesd are different for different control
area topologies and line parameters. For recent mathexhatgatment of this, see [20]. For
purposes of introducing concepts relevant for possiblegdesf standards for dynamics we
draw in this paper a parallel between the dynamics of thednti®n variablex!(¢) associated
with the control areal and the ACE of control ared. It follows from Equation (1) that the
interaction variable! (¢) represents the total energy accumulated in the control faesaa result
of mechanical power?/(t) and the effects of the internal disturbane&s (t) and/or external
disturbancesl!,,(t) seen by the control areAbetween timer = 0 and timer = t. The quasi-
stationary conditions and no electrical distances withi@ tontrol area assumptions are fully
relaxed and:!(¢) can be used as dynamic measure of energy imbalance seen tbyl coaal.

Depending on the phenomena which needs to be controlleteretit technologies lend
themselves more or less naturally to controlling accunedlanergy imbalance within different
timet. In what follows we use the notion of interaction variableptopose possible approaches
to designing standards for dynamics which would ensuregtievperformance.

VIl. STRUCTUREBASED MODELING APPROACH TODESIGNING CONTROL IN TODAY'S
INDUSTRY

In this section we return to the examples of unstable sys¢eel-dynamics in today’s industry
described in Section IV. To start with, it was shown some tage that the SSR safety problem
can be eliminated without saturating field excitation bylaemg the existing PID controller by
a feedback linearizing controller [16]. Feedback lingagzcontrol is a nonlinear control which
responds to the errors in local states of the generator anidetoate of change of current or
power flows in lines directly connected to the G-T-G set. Shaw Figures 22, 23 and 24 are
the rotor shaft acceleration, field excitation control anttage phase angle deviations from the
equilibrium value during the same conditions describetlegan Section IV [16]. Two important
observations here are that:

« The control logic responds to the changes in interactiomakibe between the rest of the
system and the generator; and,

« The control is nonlinear; the adaptive gain is designed ab slistem dynamics in closed
loop is linear; it, therefore, becomes possible to desigim garameters for guaranteed
performance.

Consider next transiently unstable case during the thhesgofault in the NPCC system shown
in Figures 26 and 25. The same FBLC control logic used to mteS8R is shown to be capable
of preventing system dynamics from losing synchronismgké being the same.

The same important observations can be made as for the caS&Rfdynamic problem
and the importance of nonlinear control canceling inteoactariable between the source of
disturbance and the rest of the system. More generally, FE€Cbe shown to make the closed
loop system behave like a set of linear decoupled oscilaach one stabilizing itself. Control
effort is needed to decouple the effects of the rest of theesy®n the stability of the controlled
component. The concept of observation decoupled statee {i2l0SS) put forward by John
Zaborszky and his team many years ago under the US Departhé&mergy funding program
DE-AC01-79T29367 needs revisiting when attempting to giestandards for dynamics [47],
[48].
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Figure 22. Rotor shaft acceleration with FBLC excitatiomtrol for preventing SSR [16]

Slknulation of FEBLC with Averaging

ER

1.5 4

————m
—

Ela [pu)

0.5 1

Figure 23. Field excitation control with FBLC for contraifj SSR [16]

Finally, consider the problem of inter-area oscillatiom®wn in Figure 14. It was recently
demonstrated that a coordinated LQR control of interactianables in a multi-control area
interconnection can be used to stabilize the interactiorabbes caused by internal disturbances
in individual control areas [20]. Shown in Figure 27 is thentrolled interaction variable by

minimally coordinated LQR [33].

The cost of coordinated LQR control of interaction varigbie generally much lower than
when interaction variables are controlled by the decdm@rdl control of each area canceling
out the effects of interactions without coordination. Retteat in this case this approach would
imply that the control area with wind disturbances and norbygbwer would have to invest in
expensive storage in order to meet ACE-like dynamic statsdeBhown in Figure 15 is control
cost comparison of two possible control approaches, bothhaéh capable of ensuring system-
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Figure 24. Rotor angle response with FBLC for controllingRS[36]
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Figure 25. Generator voltage response with FBLC for prémgribss of synchronism and voltage collapse [16]
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level stability and no inter-area oscillatiorfs.

The above examples provide much food for further researchdmvelopment. It is indeed
possible to stabilize system level dynamics by all (grouf)scomponents deploying enhanced
decentralized control which cancels out the effects ofradons. Clearly, this is a more costly
solution measured in terms of control effort required, Huisi simpler to implement than
the minimally coordinated control of interaction variablat the system level, and distributed
stabilization of the (group of) components dynamics treptthe effects of the rest of the

“The idea of dynamic regulation in today’s industry recogsipotential economic benefits from minimal coordination of
interaction variables between two or more control areafech¥ely, dynamic regulation amounts to treating the tvemtcol

areas as a single control area.
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Figure 27. LQR interaction variables-based minimal cawatid control of interaction variables in the Island of Saiguél
[33]

system as disturbances. Possible control cost savingsl tmutonsidered for the first time as
synchrophasors are being widely deployed. Moreover, thi-falerant enhanced decentralized
control can be automatically activated in case fast comoatinins with the rest of the system
fails.

It has been quite revealing to us as we have prepared this pafer that there exists a simple
structure-based unifying approach to ensuring stabitineand regulation according to the same
information exchange protocols. Only the rate at which rimfation needs to be exchanged
would vary depending on the dynamic phenomena which regjstabilization. And, notably,
these structure-based concepts are direct extensionsl@y'sobest ACE-based AGC regulation
practice. It is therefore, possible to enhance the exigtiragtices by building directly on what
is already in place.
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VIIl. D ECENTRALIZED VERSUSCOORDINATED CONTROL OFINTER-AREA INTERACTION
VARIABLES IN SYSTEMS WITH INTERMITTENT RESOURCES

Fundamentally, the dynamics of interaction variables carcdntrolled either in a coordinated
way or in an entirely decentralized way. While technicallytib solutions are satisfactory, the
cost of control needed is very different. We discuss herefihdamental role of system-level
coordination. The following three examples illustrate timportance of:

« the inter-control area spatial coordination of interacti@riables;

« the inter-temporal coordination of interaction variablasd,

« the inter-phenomena coordination of interaction variable
In particular, it is suggested that coordination of two cohtireas with qualitatively different
AGC resources will result in much lower system level regalatcost than when such
coordination is not put in place. Similarly, it is suggestkdt significant reduction of wear-and-
tear can be achieved when faster interaction variables @argatled in a coordinated way by
power electronically switched equipment than when eachep@hant is responsible for canceling
out the effects of interactions with the rest of the systerthait any coordination. Finally,
major control cost savings are possible when interactiomables between electromechanical
and electromagnetic phenomena are coordinated. As an éxams possible to avoid the
need for an expensive flywheel for frequency stabilizatitbnogether by carefully coordinating
control of electromagnetic phenomena for stabilizing eteoechanical oscillations. These three
examples are summarized next.

A. Potential benefits from coordinating inter-area dynasnic multi-control area systems

To illustrate this, we consider a two-control area intermxted system. One control area
has intermittent wind power, and no fast-responding stabg controllers of any kind, while
the second control area has hydro power. It can be shown tbabr@inated Linear Quadratic
Regulator (LQR) approach to managing inter-area dynanaased by the wind disturbances in
one control area leads to a much less expensive systemelewebl cost, everything else being
equal [33].

As expected, it can be seen that expensive control must bedaddhe control area 1 when
no coordination is put in place.

B. Potential benefits from coordinating inter-temporalergction variables in systems with
intermittent resources

As an example, consider a simple system with persistent! smmadl fluctuations [31]. The
wind disturbance is shown in Figure 16. The small islandesyshas a diesel power plant and
a flywheel already deployed. The question is what should bestindard for compensating fast
wind fluctuations. A stand-alone standard requiring th@heaomponent compensates an ACE-
like dynamic signal will inherently require considerablearand-tear by the G-T-G of diesel
power plant. Instead, a more relaxed protocol by which fast/gy electronically-controlled
flywheel compensates the fast imbalance for the entire @eamore complex solution as it
requires communications of the fast imbalance created éwihd disturbance to the controller
as well as expensive power electronics control of a flywhieehddition, quality of frequency
response with carefully designed flywheel control is mudtebehan with the diesel power plant
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attempting to stabilize fast imbalances. A coordinatedibtation of the interaction variable from
the wind power plant (driven by the local mechanical disamde) is generally much better.
Unfortunately, this requires synchronized communicaiamd it is, as such, more complex.
Keeping an eye on possible standards for dynamics, it i ¢hed a more complex standard
requiring minimal coordination of interaction variables a much better, but more complex
solution.

C. Potential benefits from coordinating inter-phenomen@raction variables in systems with
intermittent resources

Recall from Section IV that the excitation control is criti¢o ensuring no loss of synchronism
during dynamically evolving conditions. Based on this, vikeess that significant reduction in
wear-and-tear of G-T-G equipment can be avoided by usingcfastrol capable of stabilizing
voltage. In particular, shown in Figure 27 is a plot of fregoe response during the same
wind power disturbance shown in Figure 16, with power etedtrally controlled flywheel [30].
Similar effects could be achieved by power electronicalyntoolled static var compensators
and/or with DFIG on wind power plant.

As standards for dynamics are considered, it is importapréovide incentives for deploying
such least wear-and-tear cost solutions to stabilizingdviower disturbances. Power electron-
ically controlled equipment of small reactive storage desiis qualitatively different from
the mechanically-switched control of G-T-G sets in largeveo plants. The incentives and
standards in support of such solutions can only be estadliginovided that coordination of
electromechanical and electromagnetic phenomena is ewaeld controlled.

Finally, shown in Figure 28 is the closed-loop AVC voltagspgense to hard-to-predict reactive
power fluctuations shown in Figure 19 [32]. A required minim@mnmunications for coordinated
AVC is sketched in Figure 29 which would enable voltage resgowithin acceptable reliability
limits. The opportunities presented to being able to stabidind regulate both frequency and
voltage for acceptable QoS using minimal synchrophasased coordination of interaction
variables are far reaching.

IX. PROPOSEDAPPROACHES TOSTANDARDIZATION FOR DYNAMICS

Based on reviewing examples of past dynamic problems, aadtbposed structure-based
modeling approach to automation design presented in thisewlaper, we propose a set
of general principles which should underly the design omdémds for dynamics in the
evolving electric energy systems. Standards for dynamiesnacessary to support structure-
based automation for preventing dynamic problems from wowyin the future.

The proposed approaches to standards for dynamics arel@as<ol

« Plug-and-play standards for dynamics, with no requiresémt on-line communications.

« System-level standards based on minimal coordination otmtealized component-level

standards.

« Interactive protocols for ensuring technical performaaceording to choice and at value.

These three approaches are qualitatively different wigiame to the complexity of implemen-
tation and effects on efficient electricity utilization.

First, the simplest, entirely plug-and-play standardsdgnamics design requires that each
(group of) components has sufficient adaptation to stabilself and to cancel its own interaction
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variable with the neighboring (groups of) components. Tiia simple design, yet, it is based
on sufficient conditions and as such it is conservative watspect to the control requirements.
Nevertheless, it can work and it can open doors to major iation.

Second type of standards require each (group of) compomersiabilize its own dynamics
and to at the same time participate in minimal coordinatibrinteraction variables managed
at the higher system layer. Minimal coordination can be gtesi for careful management of
trade off between the quality of system-level response &edcbst of system-level control.
This type of standards would be near-optimal, but it woulduree quantifiable protocol for
coordination. it is illustrated in this white paper that iere major gains from such minimal
coordination. With the influx of synchrophasors, the impéenation of these protocols is feasible
as it amounts to system-level wide area measurement sy S)-based coordination of
dynamic interactions between the (groups of) componentsteBi-dependent contributions to
coordinated stabilization of interaction variables cardbsigned; this would ensure no inter-area
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oscillations. However, a potential problem with this scleesithat it is not possible to uniquely
assign the responsibility to specific (groups of) composent is it possible to provide economic
incentives for participating in higher-layer dynamic ocdioation.

The third possible type of standards for dynamics would beaadatory interactive par-
ticipation protocol in system-level coordination by all arbalancing authorities; they would
have to exchange information about their willingness totigbute to coordinated control of
interaction variables at the price range offered by theweselThe SBAs not contributing to
the interactive coordination of interaction variables Vdohave to either have sufficient control
themselves to cancel out the interactions with the otherallp or would have to purchase
control of their interaction variables from the higher leeeordinator. SBAs equipped with
different control technologies would provide their williness to supply or purchase control of
interaction variable dynamics at a particular price range, refer to this framework as the
dynamic monitoring and decision (DYMONDS) protocols [2A].simple LQR method can be
used to coordinate system-level interaction variablesraieg to the least cost and within the
technically acceptable dynamic performance. This way egoa incentives needed to ensure
system-level acceptable dynamics would be put in place.

There are many open research and development questiont foreg possible pathways to
standards for dynamics in future electric energy systems. ggneral recommendation is to
present and discuss the envisioned standards for dynantttN&RC, NIST, NASPI, IEEE and
IEC and seek their comments. All these bodies should haveaimgeinterest and responsibilities
in working toward standards for dynamics. The second recenaation is to consider an
industry-academia team with a focused effort toward foizivad and adopting standards for
dynamics.

Plug-and-play standards are motivated by the revolutiosaccess of today’s standards for
digital electronic systems. While these standards wemdnted first for DC specifications,
over time the challenge has grown when having to manage Aterdsting analogies here
are with possible plug-and-play standards for future @le@nergy systems. We first explain
the qualitatively different challenge in implementing Bunassive, yet, simple standardization.
We discuss the implications of such standardization fohlextisting power grid architectures,
as well as for the evolving micro grids-type architectur€smpletely decentralized plug-and-
play standards are generally suboptimal without any oa-lriormation exchange. System-level
standards based on minimal coordination of technical&ctesn variables allow for multi-layered
performance objectives at each stand-alone componerit [Elve interactions are coordinated
between the pre-specified horizontally structured sulsatedoday’s industry these are known as
the control areas (power balancing authorities) withirrgdanterconnected system. Standards for
individual components contributing to interactions bedgwehe control areas cannot be uniquely
assigned. Nevertheless, the technical specificationseeetwhe control areas are well possible.

Interactive protocols for ensuring technical performamoeording to choice and at value
represent further generalization of interactions-basadimal coordination standards. The
standards at the component level are result of distributedstbn making for anticipated
conditions in the higher layers, and are provided intevattito the smart balancing authority
responsible for higher-level performance. The financial athnical interaction variables are
multi-directional either among the components within tiBAS, and/or between the components
and their SBA operator. The horizontal boundaries for aggfien are dynamic and, generally,
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system dependent. However, the interactions specifyirtly tazhnical and financial interactions
variables now uniquely define the contribution of indivilmamponents to the performance of
SBAs, and SBAs uniquely define their contribution to the perfance of the entire system.

X. CONCLUSIONS

In this white paper we consider a possibility of having siengtandards for dynamics in
future electric energy systems, similar to those in Inteared digital electronics systems of
chips. Standards in these industries have been instruhterttee revolutionary innovation. The
problem of designing simple standards for power system mycge comes from the fact that
a best-effort-performance is not acceptable, and thissrol& direct applications of IP/TCP
standards. Similarly, the dynamics in electric power saystes very complex, multi-temporal,
multi-spatial and it involves multi-phenomena dependesiciThis rules out the direct path of
simple DC standards for digital electronics. Perhaps mostbie is the problem of having to
build on the legacy system, instead of designing standandgreen-field systems. Finally, the
organizational boundaries of today’s and of the changirgtat power industry make it hard
to base standard design through cooperation.

Given these observations, one may prematurely concludednang up with simple standards
for dynamics is a hopeless goal. In this paper we draw on ttemulti-temporal, multi-spatial
and multi-phenomena structure in complex electric eneggtesns and use it a the basis for
exploring effective principles for standards. The struetbased modeling approach taken rests
fundamentally on representing dynamics of (group of) congmbs within a given system in
terms of the state variables defining dynamics of the commisnend the interaction variables
defining how is the aggregate-level dynamics of each grotgrtaig the rest of the system.
This approach serves as the guiding light to stating sekesabbjectives for dynamic standards
in electric energy industry. The same modeling approachshet identify assumptions which
are currently made and which underlie several represeatafistem-level dynamic problems
in today’s industry. and challenge ourselves with the qoesivhether these problems can be
eliminated in the future by more systematic automation tbase well-understood standards
principles for dynamics.

As a result, we propose in this white paper three qualittidéferent approaches toward
standardization for dynamics in electric energy systennesé can be clearly understood when
assessing them using structure-based modeling approbelsimplest, plug-and-play standards
for dynamic are possible. However, all groups of componamist meet them and the standard
amounts to requiring that each SBA stabilizes its own dyeanaind the dynamic interactions
with the neighboring SBAs. These plug-and-play standadisdiynamics resemble today’s
ACE-based standard for frequency regulation. Howevery tieve multi-temporal and multi-
phenomena characteristics. The other two standards eegquiimal coordination and protocols
for participating. These are, again, straightforward teripret using the structure-based modeling
approach to the dynamics of interest.

Throughout this paper we raise open questions concernirmmgsilplity of having very simple
standards similar to those in Internet and digital elect®nWe suggest that it just might be
possible to arrive at such standards; if this is done, thiglavizad to massive industry innovation.
Fundamental issues which require deep research by mattipinary teams of experts are
described. Some speculative target results are discuggedhighlight that the standardization
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in digital electronics and consequences of having stamsdard huge success in technology
acceptance and its use. The digital electronics standardsgh their simplicity have enabled
a revolutionary deployment of this technology. This begs qluestion whether one could have
equally simple standards to facilitate massive deployndnsmart grid technologies. Plug-
and-play solution comes the closest to it, yet it is subogatinfthe three specific mechanisms
proposed in this paper are very different with respect tarthbility to reconcile the trade
off between having simple conservative standards and murglex standards which result in
better system-level dynamic performance. The ultimatdlemge will be ensuring that sensing ,
computing and information exchange necessary for enalstgn-time (JIT), just-in-place (JIP)
and just-in-context (JIC) adaptation is done so that theetlyithg physical processes are such
that the envisioned standard objectives are feasible. Witlisequire careful design of standards
which recognize the fundamentals of AC power systems. Tteeasting opportunity is a gradual
transition to a mix of AC and DC systems, and, even all DC gatsertain levels where this
is economically feasible. Standards for supporting thigeay evolution are required. Ideally, it
would be best to have standards capable of meeting tectpecrmance at well-defined value
which contributes to high efficiency of the system as a whedmm overly complex an electric
energy systems specific.

We conclude by emphasizing that perhaps there is no easy whapfohaving to rethink
the power industry standards currently used. Possibleusgeare fundamentally affected by
what will ultimately be considered as reliable service. Teatral generation and high-voltage
transmission planning for ensuring that the worst-caSe— 1) reliability standard is met at
the bulk power transmission system (BPTS) level must beidered in coordination with the
lower-level standards and protocols which must be desigoedhe new distributed energy
resources. As of now, the industry has very little guidanmeimtegrating distributed energy
resources (DERs) which are not negligible in size, or foegnating huge number of very small
DERs with a similar capacity of a mid-size DER, so that thisdane in coordination with
BPS reliability planning and operations. This white papiéers possible approaches to defining
standards and protocols in support of future coordinatedcge provision.

We identify open research and development questions fotha#le possible pathways to
standards for dynamics in future electric energy systems. g@neral recommendation is to
present and discuss the envisioned standards for dynantttdN&RC, NIST, NASPI, IEEE and
IEC and seek their comments. All these bodies should haveaimgeinterest and responsibilities
in working toward standards for dynamics. The second recenuation is to consider an
industry-academia team with a focused effort toward foizivad and adopting standards for
dynamics. A focused effort is recommended as having simpledards will enable reliable and
efficient utilization of the existing and newly deployed egeresources.
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