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Abstract—This paper presents continuation-based quasi-steady-
state (CQSS) analysis to approximate the long-term evolution by
tracing successive equilibrium points. Applying the parameterized
continuation technique to QSS simulation can provide good con-
vergence when the system approaches the bifurcation points. Pa-
rameterization of the load exponents through continuation method
makes it possible to simulate dynamic load recovery models in the
system without numerical integration. The tap dynamics are also
included in the CQSS analysis. The simulation results with the
modified WECC 179-bus system are described in order to demon-
strate the overall methodology.

Index Terms—Continuation method, load restoration, long-term
voltage instability, quasi-steady-state (QSS) simulation, voltage
stability.

1. INTRODUCTION

OLTAGE stability has become a major concern for the
secure operation of worldwide systems. Voltage stability
problems can be classified in different time scales [1]-[3]. Re-
cently, Kundar ef al. [4] standardized the voltage stability defini-
tion in the short-term and long-term time scales. This paper ad-
dresses the voltage instability in long-term time scale, and pro-
poses arobust simulation tool for analyzing the system’s voltage
stability in the long-term time scale.
To demonstrate the methodology, two scenarios are first de-
fined as follows.

» Scenario One: The post-contingency long-term load char-
acteristic intersects the system PV curve (see Fig. 1).
e Scenario Two: The post-contingency long-term load
characteristic does not intersect the system PV curve (see
Fig. 2).
In Scenario One (see Fig. 1), the short-term load characteristic
is fully restored to the long-term load characteristic. At first,
the system is at its pre-contingency operating point A. Due to
the short-term load characteristic, the system jumps to A’ just
after the contingency. Each point on the post-contingency PV
curve is the short-term equilibrium before the complete restora-
tion (B) and the long-term equilibrium afterwards. Once the
restoration is fully achieved, the load is increased to dominate
the system’s evolution. In Fig. 1, the long-term saddle-node bi-
furcation (SNB) point C' needs to be identified during the equi-
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Fig. 1. Simulation for Scenario One.
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Fig. 2. Simulation for Scenario Two.

librium tracing in order to obtain the information of how much
active power margin the system has from point B.

In Scenario Two (see Fig. 2), if the contingency is severe
and no long-term equilibrium exists after such a contingency,
then the system will be unsolvable with respect to long-term
load characteristic. Load dynamics drive the system from one
equilibrium of the fast dynamics to another by changing the
short-term load characteristic. Under this condition, each point
on the post-contingent PV curve is a short-term equilibrium.
The system finally reaches the singularity-induced bifurcation
(SIB) [8] point F in Fig. 2 and may experience voltage col-
lapse. During this process, the system crosses the long-term
critical point C where the SNB results in the long-term time
scale. The post-contingency PV curve is very useful when the
corrective control actions, such as load shedding, are imple-
mented to stabilize an unstable power system, by directing the
system’s trajectory onto a new stable equilibrium point. From
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the long-term point of view, it is required to decrease a certain
amount of load below the value corresponding to SNB point
in order to create a new long-term equilibrium. The difference
of active loads between A and C can be a good estimate for
determining the adequate amount of load shedding. From the
short-term point of view, the new intersection of the short-term
load characteristic due to load shedding and the post-contin-
gency PV curve should be located in the region of attraction
of the new long-term equilibrium. Also the corrective con-
trol should be carried out before the post-contingency system
reaches the SIB point E.

For the above scenarios, a continuation-based quasi-steady-
state (CQSS) simulation will be applied to trace the system’s
trajectories. QSS analysis has been widely used to speed up the
voltage stability calculation in the long-term time scale [2]—[5],
[8]. The major long-term dynamic phenomena that have been
taken into account in this paper are voltage or load restoration
by on-load tap changer transformers (OLTCs) and thermostatic
load restoration.

Van Cutsem proposes the general idea of QSS analysis in
[5]. It offers a good compromise between the efficiency of
power-flow-type methods and the modeling advantage of full
time-domain methods. However, the original QSS simulation
encounters numerical difficulties when the system approaches
point E. This SIB in Scenario Two cannot be readily identified
since the Jacobian matrix [5] for solving short-term equilibrium
points becomes singular near SIB.

In order to overcome this singularity problem, the continu-
ation method can be applied to solve the system equations. In
addition, the continuation approach can provide a more conve-
nient way to consider load restoration and load increase in a
coordinated way in Scenario One. Moreover, QSS analysis in-
corporates the thermostatic load self-restoration, which is repre-
sented by the differential equations in the long-term time scale.
The power consumed by the load at any time depends upon
the instantaneous value of a state variable representing load
restoration [11]. During QSS simulation, the equilibrium of the
system’s fast dynamics should be recalculated after the integra-
tion of the load state variable, which would increase the com-
putational cost.

References [6] and [11] further solve the load restoration an-
alytically for a step change in voltage. Based on this derivation,
another way to consider the load restoration in the CQSS simu-
lation is proposed here [12]. It eliminates the need for numerical
integration in the simulation and simplifies the whole tracing
procedure. By appropriately predicting the continuation param-
eter, this method is a very close approximation to the differen-
tial representation of the load restoration. It will also avoids the
computation difficulty around the SIB point.

In this paper, with different continuation parameters, the
CQSS simulation identifies voltage collapse during the equi-
librium tracing. We take into account both the load increase
and the OLTC dynamics, as well as the thermostatic load
self-restoration. The above approach leads to integration of
various aspects discussed in [2], [5], [6], and [9]-[11].

The major contributions of this paper can be explained as fol-
lows. First, due to the continuation method, CQSS is numeri-
cally well conditioned, and the singularity checking of Jacobian
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matrix such as calculating matrix determinant can be eliminated.
Second, parameterization of the load exponent provides a new
way to simulate the load restoration in QSS analysis; in addi-
tion, this removes numerical integration. Third, the combined
effects of OLTCs and load change on voltage stability can be
taken into account.

This paper is organized as follows. Section II briefly describes
a general modeling setup that includes generic load model and
the OLTC control logic. Then Section III introduces the method-
ology for equilibrium tracing in the long-term time scale by
using the CQSS simulation. Section IV further provides de-
tails regarding parameterization needed for CQSS simulation
for load exponent in load restoration in Scenario One as well
as in Scenario Two. Section V associates the load change (\) or
the load exponent («) with the time. Numerical results of the
modified WECC system are described in Section VI.

II. PROBLEM FORMULATION

A general modeling relevant to voltage stability in different
time scales is described from the following set of equations
[3] (this includes differential, algebraic, and discrete sets of
equations):

Em - f(ZIZ' Y,ZD,zZC, ) (1)
0=g(z,y,2p,2c,A) (2)
zp(k*) = hp(@(k™),y(k7), 2p(k™), zc(k7), A(k)) (3)
d
prech he(z,y,2p,2c, A) 4)

where f(-) in (1) describes the dynamics of synchronous
machines, the excitation systems, the prime mover, and speed
governors, and g( - ) in (2) represents the system network func-
tions. Equations (1) and (2) involve the transient state vari-
ables x and algebraic variables y, respectively. The variable
y usually relates to network bus voltage magnitudes and an-
gles. The long-term dynamics are captured by discrete and/or
continuous time variables in (3) and (4), respectively. zp re-
lates to discrete controls such as tap changers. z¢ represents
continuous load recovery dynamics. Finally, A in (1)—(4) de-
notes changes in demand and the corresponding generation
rescheduling. For QSS simulation, (1) will be replaced by its
equilibrium equation.

In Scenario One, in order to explore the influence of OLTCs
on voltage stability, z¢ is not addressed to simplify the simula-
tion process. In Scenario Two, however, we consider both tap as
well zc. A new approach is adopted to consider the load restora-
tion. The transition times k are dictated by built-in delays or
sampling periods of these devices and controls.

Load model plays an important role in voltage stability anal-
ysis. Generally, the power consumed by the transient generic
load is given by

v\
P=P =P
1 t = lO|:ZP+<V0) ]

Br
Q= Q¢ = Qo ZQ+<%>

(5a)

(5b)
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where zp and z¢ [correspond to z. in (4)] are internal state vari-
ables associated with generic load dynamics. They are depicted
in the following equations [2], [5]:

TpSop = —2p + (%) - (%) (60
TQ%ZQ =—z9+ (%)ﬁs — <%>6T . (6b)

The steady-state load characteristics are
P=P, =Py (%) (7
Q1= Q.= Qu (%)ﬂs . (7b)

Usually, the transient load exponents aer and Br are larger than
the steady-state ones ag and (s. P, and ), are the powers
absorbed by the load at the nominal voltage V.

The tap-changing logic at time instant £; [5] is given as
follows:

e+ Ar, if Vo> VP 4+d and 7 < Tmax
e —Ar, ifVa< VY —d and 7 > rmm
Tk, otherwise

Tk41 =

where V5 is the controlled voltage after OLTC, V7 is the refer-
ence voltage, d is half the OLTC dead-band, and 7,5 and 7y,
are the upper and lower tap limits.

III. IMPLEMENTATION OF THE CONTINUATION METHOD

As mentioned before, QSS simulation has been widely used
to speed up the log-term voltage stability calculations, which fil-
ters out the short-term transients. It deals with the long-term sub-
system of the DAEs based on the assumption that the transient
subsystem is infinitely fast and can be replaced by its equilib-
rium equations. Therefore, in the QSS analysis, the short-term
dynamics dz:/dt in (1) are replaced with 0 to obtain equilibrium
points

Ozf(wvzthvZCv)‘)' (8)

CQSS solves both (8) and (2), with changing A, zp, and
z.. The change of z. in (4) is realized through load exponents
(a/B). In CQSS, « or § is parameterized to simulate the load
restoration. When « is chosen as continuation parameter, the
system undergoes continuous evolution directed by the change
of the aggregate load components and types. This parameteriza-
tion avoids the integration of z. in (4) and relates P; and Q); in
terms of «(¢)/3(¢). The derivation is explained in Section IV.

The simplified QSS simulation methodology is outlined in
Fig. 3. Point A is an equilibrium before the disturbance. Point
A’ is an equilibrium of these equations after the disturbance. The
continuous change from A’ to B results from the evolution of A
or a. The transition from B to B’ is from the discrete change of
zp. If you considered the variation of A (or ), then the contin-
uation method traces the equilibrium defined by (8) and (2) for
a fixed zp. It is seen that 2/y and zp variables are separately
considered. The Jacobian matrix only involves the derivatives
of f/g with respect to z/y.
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Fig. 3. Time evolution of an « and y component [5].

In CQSS, the same procedure of the original QSS is realized
using the predictor and corrector in continuation method. The
continuation method traces the equilibrium for changing A (or
«). It involves a prediction (9) and a correction (10) to find the
equilibrium point

fx fy x dx 0
= 9= 9y 9 dy | =1 0 9
er dX +1
fo fy S Az f
= 9= 9y 9 Ay | =1y (10)
er AN 0

where (dz dy d\)T is the tangent vector. e is a row unit vector
with all the elements equal to zero except for the kth one. In (9)
and (10), fy and gy are not null vectors, even at the base case,
and e is selected to indicate continuation parameter. The sin-
gularity of the augmented Jacobian matrix can be avoided by
the appropriate selection of continuation parameter. In order to
locate the bifurcation point, first in the prediction, a relatively
large step size is used to trace the system’s long-term equilib-
rium until a negative d\ is detected at some point, which is lo-
cated on the lower part of the PV curve. Then we change the
tracing direction and continue the simulation with a smaller step
size up to the bifurcation point, where null d\ could be easily
detected.

If null d) or do is detected in the predictor step at some time
step, (9) will reduce to

9z 9y ) \dy) " \dy) \0)"
—_———

Jay

(11

In (11), (dz dy)? is not a null vector since one component of
it should be £1. Then (11) implies the singularity of .J,,,. From
the detailed analysis of the system’s total Jacobian and reduced
system state matrices in the different time scales, we know that
the singularity identified by null d\ or da corresponds to the
SIB point.

When the system approaches the SIB point of long-term dy-
namics, J,, becomes ill-conditioned. This may result in longer
solution time or a divergent solution before the Jacobian actu-
ally becomes singular. The continuation method is well suited
for dealing with such a problem. It remains feasible over the
entire solution path, even at the critical point, by choosing an
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appropriate continuation parameter. Mathematically, the contin-
uation parameter corresponds to the state variable that has the
largest tangent vector component. More simply put, this is the
state variable that has the greatest rate of change near the given
solution. In power systems, the load parameter A is probably
the best choice when starting from the base case. This is espe-
cially true if the base case is characterized by normal or light
loading. Under such conditions, the voltage magnitudes and an-
gles remain fairly constant under load change. Once the load
is increased by a number of continuous steps and the solution
path approaches the SNB point, voltage magnitudes and angles
will likely experience significant change. At this point, A is a
poor choice of continuation parameter since it may change only
a very small amount compared to other state variables. There-
fore, the selection of continuation parameter should be re-eval-
uated at each step. For instance, the voltage magnitude at some
particular bus could be changed by small amounts, and the so-
lution could be found for each given value of the voltage. Here,
the load parameter would be free to take on any value it needed
to satisfy the system equations.

The predictor step can provide several advantages, including
valuable sensitivity information as well as reduction of itera-
tions in the corrector step. Calculating the tangent vector in the
predictor corresponds to one iteration of the Newton—Raphson
(N-R) method in the corrector. In our experience, however, it
is certain that prediction of the next solution using the tangent
vector is effective in the reduction of N-R iterations in the
corrector.

IV. PARAMETERIZATION OF cx FOR SCENARIO TWO

This section describes an approach to deal with the load
restoration procedure described by differential equations (6a)
and (6b), for Scenario Two.

Assuming any reference voltage Vj, the sensitivities of real
power and reactive power with respect to voltage can be ob-
tained as

dP/Py
vV =« (12a)
dQ/Qu
T - 3. (12b)

Thus, the normalized sensitivities of real and reactive load
power with respect to voltage are equal to the corresponding
load exponents by using the exponential load model. It means
the sensitivity of the load power to voltage varies continuously
during the load restoration procedure. In some sense, the load
obeys an exponential model that changes from the transient cp
to the steady-state «vg exponent.

If the dynamics of the load restoration are considered com-
pletely, the differential equation related to the load state variable
should be analyzed in the whole system DAEs. However, com-
pared to the OLTC action, thermostatic load restoration belongs
to “slow dynamics,” even though they are treated in the same
time scale. We assume that load dynamics still stay in a time-de-
pendent exponential state at each short-term equilibrium. The
load restoration is a procedure in which sensitivities change with
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the time. Therefore, the following equations are proposed to de-
scribe the load restoration:

174 a(t)

P = Py <Vo> (13)
v B(t)

Qi1 = Quo <70> (14)

where as < a(t) < ar, and 85 < ((t) < Or.

Next, we will show how to relate (13) and (14) to the original
differential equations of the generic load restoration. In [6] and
[11], for the additive load model

d d
TPEPI + P =Ps(V)+ TPE(PT(V))' (15)
This was converted to the following form by introducing the
state variable in [6]:

d 1
E:EP:_T—p:EP+N(V) (16)

zp =Tp(P— Pr(V)) (17
N(V) = Ps(V) = Pr(V) (18)

where Ps(V) = Po(V/Vp)*s, and Pr(V) = Po(V/Vy)er
for the exponential load model. By setting xp = Tp Pjozp, we
can transform (16) to (6a) and (17) to (5a).

In [11], the above set of equations is solved analytically. The
expression for z p, which is the response to the voltage step from
Vo to V1, can be obtained as follows:

—(t—t

zp =TpN (Vi) + Tp[N(Vo) — N(V)]e 77 2 (19
Then from (17) and (18)
Pi(t) = Ps(V1) + [Ps(Vo) — Pr(Vo) — Ps(V1)
PVl TE S, > d. (20)

Assuming that Ps = Py and (13) and (20), the following
equation can be obtained to predict «(t) at each time step in the
CQSS simulation:

V\" —(t=tg)
a(t):log(vlo) 1+ v —1|e Tr

Based on the above derivation, we can see that the continuation
parameter establishes a link between the load self-restoration
and the QSS simulation conveniently.

Generally, the total system load level is chosen as the system
parameter since the system can be fully recovered to the pre-
contingency level in Scenario One. However, for Scenario Two,
the total system power load cannot be completely restored to
the pre-contingency level. During the load restoration process,
the system will reach the SIB. Hence, it is not appropriate to
increase the system load level. In order to simulate the load
restoration, o and/or 3 will be chosen as the system parameter.
Parameterization of the load exponent indicates that the system
undergoes continuous evolution directed by the change of the
aggregate load components and types.

In QSS simulation for Scenario Two, there can be many
thermostatic loads and hence many load exponents in the
system. Even though all the dynamic load have the same o,

},t>t0. 1)
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and ag, a(t)s can be different, depending on bus voltage, Vj
and T'p. At each time step, thus, CQSS needs to select one of
them as the system parameter. For this purpose, it calculates
da/dt of each dynamic load, which can be derived from (21),
and chooses one (select) With the largest do/dt as the system
parameter. In Scenario Two, therefore, the augmented Jacobian
used in predictor and corrector can be described as follows:

fe Ty 0
Jaug = 9z Gy  Jogelect (22)
T
€k

Assuming that agelect corresponds to bus ¢, the components
of P and Q) in gaselect can be expressed as follows: For bus @

95 i = Po (%)a log (%) (23a)
9% .= Qu (%)ﬁ log (%) doii — @)
For other buses (bus j) with dynamic loads

In Scenario Two, if the load exponent is selected as the pa-
rameter, the tracing direction is not normal to the branch at the
long-term SNB point [7], but it is normal to the branch at the SIB
point [8]. If it is the former, the SNB point can be solved without
much effort. However, if it is close to the latter, the continuation
parameter should be changed from the system parameter to one
of the state variables that experiences more change.

V. CONSIDERATION OF LOAD CHANGE WITH RESPECT TO TIME

In CQSS analysis, there is no time integration involved. How-
ever, the time information is indirectly obtained during the equi-
librium tracing. This time information is based on internal de-
lays of discrete controls. The transition time step tj41 — tx 1S
determined by the shortest internal delay or sampling period of
the long-term components (zp ). More specifically, in this time
step, zp will be updated according to some control logic. The
continuation method introduces parameter A or (seject to easily
trace the equilibrium of the system under the step-size control.
During the process of the OLTC action, A or qgeject also varies
according to its time characteristics. Take A as the example.
Its time function is indicated as A(¢) in the CQSS simulation.
An approach should be found to appropriately consider how A
changes in the determined time interval ¢;1 — tx, SO as to meet
its time function.

In the continuation method, the prediction and correction can
be made, respectively, as follows:

(Tht1s Tt 5\k+1) = (ks Yr» Ak) + Ok

dz dy  dNT (25)
(Tht1, Ykt 1, Akt1) = (Tt 1, Up1s A1)
+[Az Ay AN (26)
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TABLE 1
PARAMETERS OF THE DYNAMIC LOADS IN THE SIMULATION (SCENARIO TWO)

as ar T
Real power 0 2.0 200.0 [s]

. Bs pr To
Reactive Power 0 2.0 160.0 [s]

Thus, the equation for computing the step size is

C Akgr — A, — A
B dA '

ok 27
In (27), Ag+1 and Ay should be known from its time function.
Similarly, avyax,k+1 and @ max i could be obtained from (21). If
A is taken as the continuation parameter, then A\ will be equal
to zero in the correction stage. Then the step size o} can be
obtained as follows:
ok = (A1 — Ax)/dA. (28)
At each time step, this step size should be recalculated to fit
the load variation in this period. It is noted that the Jacobian
used in the corrector stage depends on the state variables from
the predictor stage. However, in order to get d)\ and A\ for the
computation of the step size, at first, the same Jacobian as in
the predictor is also used in the corrector. After the approximate
step size is obtained, we update the Jacobian in the corrector, get
the new A\ by solving (10), and calculate the step size again by
using (27). This procedure will be repeated until the error be-
tween the updated A\ and the old one is within some tolerance.

VI. NUMERICAL RESULTS

The modified WECC 179-bus system is employed here to
demonstrate the efficacy of the proposed methodology for anal-
ysis of long-term voltage instability. The main features of mod-
eling and modification of the system in this simulation are as
follows.

* Each generator is represented with the two-axis dynamic
model [11] at its equilibrium condition. It includes auto-
matic voltage regulator (AVR), the speed governor, the
field and armature current limits, as well as the real power
generation limit.

For Scenario One

* Sixty OLTCs are equipped at selected load buses.

* Before full load recovery, all the loads at the distribution
sides of the OLTCs are constant impedance.

* After complete restoration by the OLTCs, all loads are
increased with constant MVA load assumption.

e Each OLTC has an operating range of 0.8-1.1; the step
size of the tap ratio is set as 0.00625.

* The system at the base case has a total load demand of
57746 MW.

For Scenario Two

* All the loads at the distribution sides of the OLTCs are
modeled as thermostatic loads, and the parameters of

these loads in the simulation are shown in Table 1.
e All the OLTCs are blocked at their initial tap ratios.
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Fig. 4. Voltage change versus time during the load restoration.

A. CQSS Simulation for Scenario One

The contingency simulated for Scenario One in this case is
an outage of the generating unit at bus 116. It is applied to
the base case mentioned above. Due to the voltage dependent
short-term load characteristic, the system total real power load
is 57283 MW right after the contingency. Hereafter, CQSS sim-
ulation will be adopted to obtain more information on the system
voltage stability.

1) Step One (During the Load Restoration): In this step,
only tap dynamics are considered for restoring the system load
to the pre-contingency level. The OLTCs begin their actions 20 s
after applying the contingency. The system real power load is re-
covered to about the initial load under pre-fault condition when
t = 201 s. The voltages at the distribution side buses of the
OLTCs increase, whereas voltages at other buses decrease due
to the load restoration. Fig. 4 shows the changes of voltages
at buses 1101, 1113, and 1117 with respect to time. Note that
these buses are selected from the distribution-side buses expe-
riencing large voltage deviation after the contingency, and their
high-voltage side buses are 101, 113, and 117, respectively.

2) Step Two (After the Complete Restoration): Once load
restoration has been completely achieved, the system settles
down to a stable long-term equilibrium. In order to evaluate
proximity to voltage instability of the system, CQSS traces equi-
librium curves with a given direction of load increase until the
tangential component corresponding to load parameter changes
its sign. For this process, all the loads are switched into constant
power, and the speed of load increasing is taken into account. In
this simulation, the real power load is assumed to be increased by
10 MW for each 10 s. By adjusting the step size in the application
of the continuation method, CQSS can trace the system trajectory
with the given load increasing speed until reaching the SNB point.
When the generating unit at bus 46 hits its field current limit, the
system finally collapses at t = 1445 [s]. Using the CQSS, we
can obtain the complete system PV curves as shown in Fig. 5.

In the predictor, null d\ implies the singularity of Jg,.
Table II shows the values of d in the last five steps. For the
system, the load parameter )\ increases according to the step
size after the complete restoration, until the SNB occurs at a
load level of 59 083 MW, where a nearly zero d is detected.
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Fig. 5. PV diagram by using continuation-based QSS simulation.
TABLE 1I
dX IN THE LAST FIVE STEPS
Time (s) 1416 1426 1436 1441 1445
di 0.004156 0.004044 0.003785 0.002870 | -.0001965

The assumption of constant power in this technique may re-
quire caution in application due to the following two reasons:
In simulation, first, one or more OLTCs can reach their limits,
and the corresponding loads might not be fully restored. Second,
the dead band effects in OLTCs’ operation are not wholly taken
into account in the applied technique with the constant power
assumption. In these cases, the technique may give approximate
results of active power margins. However, the objective of the
technique is to provide proximity information to the long-term
SNB point, and the concept of active power margin itself implies
uncertainty by the direction of load increase. If active power
margin with constant power assumption is not sufficient, for
more accurate margin calculation, the precise margin-estima-
tion method can be applied, which performs the gradual load
increase without converting loads to constant power.

3) Verification of the Exponent-Based Load Restora-
tion: This subsection considers the case in which the expo-
nent-based dynamic load model is used instead of OLTCs
for load restoration. In this simulation, that is, the OLTCs are
blocked at their initial tap ratios, and the loads participating
in load recovery in Scenario One are modeled with the ex-
ponent-based load restoration. This is for verification of the
proposed model with the differential equation-based model. For
this purpose, we developed the original QSS (OQSS) simulation
tool, including the differential dynamic load model. Fig. 6 shows
time versus voltage curves of buses 1101, 1113, and 1117 with
CQSS and OQSS simulation. One can see that this simulation
applies the contingency at 5 (s) and the simulation time reaches
1000 (s). From Fig. 6, the voltage magnitudes in CQSS simu-
lation match closely those in OQSS simulation. Fig. 7 shows
time versus real load restoration curves at bus 1117 with CQSS
and OQSS. Load restoration with the exponent-based model
is a little bit faster, and the largest mismatch between the two
results during the simulation is about 3.09 MW.
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Fig. 6. Time versus voltage during load restoration with CQSS and OQSS.
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Fig. 7. Time versus real load restoration at bus 1117 with CQSS and OQSS.

B. CQSS Simulation for Scenario Two

1) Simulation Results: The contingency considered for Sce-
nario Two is tripping the generating unit at bus 4, and the load
level is the same as before. The outage has been applied at
t = 5 (s). After the contingency, CQSS is applied for long-term
voltage stability analysis. In this simulation, only thermostatic
load self-restoration is considered in order to mainly illustrate
the effect of applying the continuation method in CQSS. The
outage leads to the system voltage collapse due to the SIB point.
During this process, the generating units at buses 9 and 18 hit
their field current limits. Also the system crosses the long-term
SNB point during the tracing.

Fig. 8 shows the post-contingency PV curve of bus 1002. In
the figure, A’ is the system operating point just after the con-
tingency, where P4, = 57088 MW. In Fig. 8, E corresponds to
the SIB point. C represents the turning point of the PV curve,
and the real power at this point is around 57 153 MW. Fig. 9
shows the time evolution of voltages of buses 1002, 3, and 1010
in the system. Buses 1002 and 1010 are distribution-side buses
of buses 2 and 10, respectively.

In the simulation, the generator of bus 9 hits its field current
limit at 152.84 [s], and generator 18 reaches its limit around the
SIB point. CQSS stops after passing the SIB point (F). The SIB
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Fig. 9. Time versus voltage curves at buses 1002, 3, and 1010.

TABLE III
dov IN THE LAST FIVE STEPS
TIME(S) 125 135 145 152.84 159.15
OoSELECT | -0.63627 | -0.50171 | -0.27489 | -0.12353 | 0.11038

point can be readily identified by the null daeject in the tangent
vector. Table III shows how the continuation parameter auseject
changes in the last five steps and the corresponding time.

2) Computational Aspects: In this subsection, some compu-
tational advantages of CQSS are discussed. First, CQSS uses the
continuation method to trace short-term equilibrium trajectories
with respect to evolution of long-term dynamics in the systems,
so near the SIB point, it can remove singularity of the short-term
Jacobian, whereas the original QSS program diverges near this
point. Fig. 10 plots time versus voltage of bus 1002 from the
simulation of CQSS and OQSS when time step is set to 10 (s).
After applying the contingency, OQSS diverges at the 15th step
because it faces the problem of numerical singularity. CQSS,
however, traces further and shows the robust convergence char-
acteristic with adaptive switching continuation parameter from
Qselect t0 ONe of other state variables to remove the singularity.

Second, the predictor step in CQSS can reduce N-R itera-
tions in the corrector. As mentioned earlier, the predictor takes
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one N-R iteration to get the tangent vector at the current solu-
tion. Fig. 11 compares the iteration numbers in CQSS and OCSS
simulation. From steps 2-9, the simulation with CQSS demands
one iteration less than that of OQSS. Then, from steps 10-14, as
the trajectory approaches closer to the SIB point, the short-term
solution without prediction requires about two times more itera-
tions than that of OQSS. Around the SIB point, OQSS diverges
at step 15 after performing 13 iterations; however, CQSS is nu-
merically well conditioned in the whole simulation. In CQSS,
the predictor also has an important role for convergence of so-
lutions due to the fact that without prediction, it may fail to
converge when the continuation parameter is changed near the
point.

From the tangent vector in the predictor, in addition, we
can get valuable information for checking singularity of the
Jacobian (J,,) without any more calculation. For this purpose,
0OQSS needs a subroutine for the sensitivity of the total reactive
power generation, and it demands one N-R iteration to inverse
the Jacobian. Thus, if singularity checking is required in OQSS,
there is little difference between CQSS and OQSS, from the
viewpoint of computation burden. From Fig. 11, up to step 14,
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the sum of iterations in CQSS simulation is 19, and that in
OQSS simulation is 37. When only considering these iteration
numbers, application of continuation can reduce about 48% of
computational cost. However, factorization of the Jacobian is
performed once in a correction phase; thus, in the our experi-
ence, CQSS takes around 25% less computation than OQSS
for Scenario Two.

C. Discussion

In Scenario Two, QSS analysis incorporates the load self-
restoration, which is represented by the differential equations
associated with z¢ in the long-term time scale. In CQSS sim-
ulation, a new way is proposed to consider the load restora-
tion by introducing the continuation method. It parameterizes
and varies the load exponent instead of integrating the dynamic
load model in the simulation. Usage of the load-exponent-based
model does not require large implementation burden due to the
fact that the original model is simple. In addition, CQSS applies
the locally parameterized continuation method to remove the
numerical difficulty around the SIB point. For this application,
CQSS needs a slightly complicated algorithm for continuation
parameter selection, but this process gives an advantage of ro-
bust QSS simulation.

In Scenario One, QSS simulation is very fast if one avoids
refreshing the Jacobian matrix. However, the Jacobian has to be
updated when some of the devices are hitting their limits. Al-
though CQSS involves two Jacobian matrices in the predictor
and the corrector, they could be the same for fast computa-
tion. Furthermore, the predictor is much less computationally
demanding than the corrector. For the predictor, we have to solve
(9) only once. The corrector needs an iterative solution similar to
solving the equations in the original QSS simulation. Thus, the
simulation time in CQSS is almost the same as QSS under light
load conditions. When the system approaches the SIB point, the
Newton method for the original QSS becomes ill conditioned
due to singularity of the Jacobian. The Newton method often
takes longer time for a solution or fails to converge before the
Jacobian matrix actually becomes singular. At the SIB point, the
Newton method is divergent and a unique solution for state vari-
ables could not be found, so the original QSS simulation might
take longer time than the CQSS under heavy load conditions.

Similar conclusions apply for Scenario Tivo around the SIB
point. As mentioned before, the SIB of long-term dynamics cor-
responds to a singular .J,,,. CQSS can solve the short-term equi-
librium near at the singular point because adequate selection of
the continuation parameter avoids the ill-conditioned Jacobian
matrix from the short-term dynamics and algebraic equations.

VII. CONCLUSION

In this paper, QSS simulation combined with the continuation
method is developed. Compared to the original QSS analysis,
the CQSS is numerically well conditioned by introducing the
continuation parameter. It can also readily identify the SIR in the
long-term time scale. Furthermore, the combined effects of the
OLTCs and the load change on voltage stability can be taken into
account. Parameterization of the load exponents through con-
tinuation method provides another approach to approximate the
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load self-restoration procedure. CQSS presents a robust simula-
tion for long-term voltage stability analysis while retaining the
realistic ingredients needed to reproduce voltage phenomena:
voltage dependence of the load and effects of the OLTC dis-
crete control.
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