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Abstract—Relay misoperations play an important role in
cascading events. This paper proposes a novel s&gl to monitor
and verify relay operations during disturbances. Naral network
based fault detection (NNFD) algorithm and Synchroized
sampling based fault location (SSFL) algorithm arecombined as
an advanced fault analysis tool to give the precisdault
information. Event tree analysis (ETA) is used forcomparing
relay operations in the real system with expectedetay actions.
Corrective actions are introduced if relay operatims are
contributing to cascading events. A case study isivgn in this
paper to help better understanding of the entire sategy.
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M systems. The very recent northeast blackout on &g
2003, has affected 50 million people in eight staed
two provinces of the United States and Canada.

The causes for blackouts are quite different andptex.
One of the common conclusions based on the hisladita is
that 75 percent of the major disturbances in thgedrStates
involve relay operations directly or indirectly [IThe hidden
failures of protection relays, including the defeetlogic,
incorrect settings and hardware failures, are dmuting
factors for initializing and propagating systemtaislity even
leading to large blackouts [2].

For conventional distance relays, settings areutatied
based on short circuit studies. The

|. INTRODUCTION
ajor blackouts are rare but catastrophic evenfsimer

For those reasons, more stringent requirementisrgesed
on the protection systems. First of all, the seéfagt of
protective relay needs to be improved. The ideaadafptive
and wide-area protection are heading in this dact
Secondly, an automatic fault analysis tool is resplito
precisely analyze the fault in real-time, monitadaverify the
protection system operation, and generate a desteereport
for the system operator instantly.

An expert system based fault analysis tool is dmed in
[3]. This tool is based on simple cases and crederaptions
about fault detection and fault location. Anoth&ategy of
wide-area backup protection expert system is pregpas [4].
This strategy is trying to locate the fault prebisand avoid
unnecessary trips of backup protection. A detaifesdd
performance of this method is not published yet.

This paper proposes a novel strategy for autonibtica
implementing precise fault analysis as well as nositig and
verifying relay operations during fault contingezsi Neural
network based fault detection (NNFD) algorithm and
synchronized sampling based fault location (SSHgdrahm
are combined as an advanced fault analysis togivi® more
reliable and accurate fault information than thaditional
methods. Event tree analysis (ETA) is an efficiemty for
implementing contingency/response analysis and ised in
this paper for comparing relay operations in thal ystem
with expected actions. Corrective actions are thioed if the
relay operations are not as expected. By using idea
proposed in this paper, the protection system ojp@ranay
significantly be improved. The occurrence of cagmg@vents
may be mitigated by this improvement.

relays takealloc The paper first introduces, in Section Il, the waysising

measurements only and then make the decision abth@ NNFD and SSFL techniques in a combined fashon

disconnecting the transmission line. When the syssecloser
to its transmission limits, the relays can easilisaperate
because the settings may be improper. When a bléstoe on
the transmission line occurs, the system operatiolom gets
the detailed information about the disturbance shart time.
Sometimes the operator will make a false deciserabse of
the little information obtained. That may resultanloss of
load, loss of stability or initiation of a blackontthe system.
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accomplish a new way of fault diagnosis. The eveae
analysis and its relation to the proposed strategyintroduced
in Section Ill. Section IV presents the entire t&igy for
monitoring and verifying distance relay operatiods.case
study for this strategy is given in Section V. Atetend,
conclusions and references are given.

Il. ADVANCED FAULT ANALYSIS TOOL

Conventional protective relaying and off-line faatialysis
have their inherent shortcomings. When designiggraéhms
and selecting settings, the relay designer and respectively
must make trade-offs between accuracy and speeclass
dependability and security. If not done propetlyis may
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results in less accurate decisions causing relagperation in dependability and security of protection systemratien will
certain occasions. In order to monitor and verislay be improved by incorporating a precise real-timétfecation
operations and perform more accurate fault analygisneed function. Once the faulted spot is located acclyatepair

some new techniques that have much better perfaesahan
the conventional relays.

crews can save the time of repairing and restdhadine.
Synchronized sampling based fault location algoritises

A new technique developed for fault detection arf@W samples of voltage and current data synchrdydaken

classification is based on a specific Neural Nekv@xN)
capable of providing the decision about the faxistence and
fault type as discrete outputs [5]. By using this Nolution,

from the ends of the transmission line. This camableieved
using Global Positioning Satellite (GPS) receivengich
generate the time reference for data acquisitiompecent.

the performance of the function is improved whilee t Such algorithm requires less than a cycle of thigage and

implementation is indeed straightforward. Most iaggingly,

current data and can be used for real-time monigorcontrol

this technique does not use the traditional settargl hence is @nd protection applications [8].

not vulnerable to the inaccuracies in the settings.

The new fault location approach uses synchroniaetptes
from two ends of the transmission line [6]. By dpiso, the
technique becomes transparent to many phenomenan#tha
the traditional techniques to lose accuracy. Tagnique as
well does not have any settings so it does notrigrg on any
inaccuracies associated with settings.

A. Neural Network Based Fault Detection and Classification

Two versions of the time-domain algorithm were
developed to handle the short transmission and long
transmission line. Detailed derivation and testiafy the
algorithm can be found in [6], [8] and [9].

The main advantage of synchronized sampling baselt f
location algorithm is its rather simple implemeiaatthat only
requires the line model and the samples at theemats of a
transmission line. The algorithm does not dependaam
assumptions about system operating conditions, t faul

Neural network is an intelligent method to deal hwitresistance, fault waveforms, etc. For this algamitmodel

nonlinear problems, especially in pattern recognitilnstead

characteristics and operating conditions in the afsthe

of comparing the computed impedance or phasor whalstem are irrelevant.

thresholds (settings), which is the typical aldoritin most of
the relays, the fault detection algorithm based reural
network is recognizing system’s behavior by ideprtid
natural groupings of data from large measuremest &e this
method, the sampled current and voltage measursroétiie
three phases of a transmission line are considesquhtterns.
The aim of the procedure is to allocate those patténto
groups called clusters such that each patternsigraed to a
unique cluster. Then the clusters are assignedrte <lasses,
which are our expected fault events in power sys&mh as
AB phase fault in zone 1, etc. The neural netwdgbrithm is
trained and tested off-line. After we get a wadliied network
that has a low and stable error, the neural netwarkbe used
online to detect faults.

A lot of scenarios are generated to evaluate therighm,
and the results show that it is very accurate abdst [10].

C. Combination of Two Techniques as an Advanced Fault
Analysis Tool

The neural network based fault detection and dlaatbn
(NNFD) algorithm can be combined with synchronized
sampling based fault location (SSFL) algorithm tonf a
powerful fault analysis tool. While the NNFD is warg on-
line to detect the fault, the SSFL can calculate fhult
location right after the fault occurrence to camfiif the fault
indeed exists. Both of the algorithms require saspuif three
phase voltage and current time domain signals.
implementation to combine those two algorithmsimspse. A
recent study shows that, when fault type is knowhe
accuracy of SSFL can be improved as well [10]. Sittee

The

The neural network based protection takes voltage aNNFD will give the information on the fault typehet SSFL

current measurements from one end of the line. dpwoach
will have to reliably conclude, in a very short #mwhether
and which type of the fault occurs under a varietytime-
varying operating conditions. The new relay aldorntdoes
not have traditional settings, and hence will netslisceptible
to the wrong or improper settings being presenttailzzl
explanation and implementation of the neural netwamaised
fault detection and classification algorithm carfdaend in [5],

[71.
B. Synchronized Sampling Based Fault Location

Fault location techniques are used to accuratetigroéne
location of the fault on a transmission line. Thene very
important because the fault location can confirmethbr a
fault has indeed occurred on the line. If donedaldtime, it
can also serve as a verification tool for the faldtection
algorithm in relays. When the fault is preciselgdted, one
should know which breakers are responsible to dhestrfault,
and unnecessary trips should be avoided.

algorithm can utilize the classification resulttbe NNFD to
improve its accuracy. The combination of the twgoathms is
expected to perform a more accurate fault analylsan
conventional relays. This may provides the refegeric
monitor and verify the distance relay operations.

The aim of the new strategy is to monitor the relay
operation and provide event — response based nefere
indicating if the relay operation is going wrongend we
utilize the event tree analysis (ETA), which is @menonly
used technique for identifying the consequencesciua result
following an occurrence of the initial event [11]t was first
applied in the risk assessments for the nuclearsing but is
now utilized by a lot of other industries such dwemical
processing, gas production and transportation.

The Event Tree Analysis takes the structure of ravded
(bottom-up) symbolic logic modeling technique. This

EVENT TREE ANALYSIS

Both tl&ehnique explores system responses to an initlzlienge”
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and enables assessment of the probability of savardible or shows an example of a distance relay functionudtioly the
favorable outcome [12]. relay, circuit breaker, communication equipment artber

Fig. 1 shows a very simple event tree for a gak leassociated components. In this paper, we are qustern with
protection system. The initiating event is the [gek from an the distance relay. Such kind of protection sysieiinstalled
offshore platform. The branches then consider theess (S) at each end of the transmission lines shown in EigEvent
and failure (F) of the gas protection system. Thecame trees are built based on the configuration of gaaitection
determined Dby the end-point of each event tree daryysiem. The purpose is to make the event treesmavig as

identifies a different consequence following thatiating
event. The probability of each outcome can beuatat if we
know the likelihood of each node passing alongattaches.

Isolation Valve Isolation Valve
1 Closes 2 Closes

s
s
F S
s S
F
L
F F
F

S: Success  F:Failure

Gas Detection Outcome

N

Gas Leak

Fig. 1. A sample event tree for gas leak

There are not very many applications for the evesg
analysis in the power systems so far.
introduced a dynamic decision event tree (DDET)hoeétto
prevent system blackouts. The idea is very goodboause of
the randomness of the power system events, itrisdificult
to predict all the initial events and its followicgntingencies.
Therefore, it is still difficult to implement theléa in a real
system.

To utilize the event tree analysis more efficienthe initial
event and the following events must be foreseen.dBiyng
this, all of the possible events and actions carcdvered by
the event tree analysis. Considering the singleteption
system, consisting of a distance relay, its assegti@ircuit
breaker and communication equipment,
contingencies are finite and can be foreseen. lite spf
randomness, it is still possible to predict all évents for each
protection system module if its configuration is olum.
Therefore, the event tree analysis method can bd o®re
efficiently in the fault analysis for the proteatisystem. In the
following sections, how to utilize the event tremlysis in our
new strategy will be illustrated in detail.

IV. PROCEDURES OF THIENTIRE STRATEGY

Having the tools including NNFD, SSFL, and ETA, ean
integrate them into an automatic method to moratat verify
relay operations. The implementation steps of & method
are given as follows. A simple two machine five b
transmission system as shown in Fig. 2 is used
convenience. It should be noted that the strategyt limited
to this simple system.

A. Building the Event Tree for Each Protection System

The first step to implement the event analysisugding
the event tree for each protection system in thastnission
system. The protection system means a set of coamp®ithat
are in charge of certain type of protection funatid-ig.3

Reference] [13

possible. For a different configuration of proteatisystems,
only a small change may be needed for building & tnee.
For the case of Fig. 2, we just assume that alldiseance
relays have the same configuration. Therefore,usereed to
build one set of event trees for each protectictesy.

Bus D

4]

Bus A Bus B Bus E
Source s H? 10HH11 1415 16H Source R
1 2 3 6 7 8

Fig. 2. A sample system for illustrating the stpt

| Breaker
I

Communication
Equipment

Line 5 Line 6 Line 8

Line 1 Line 2 - Line3 Line 4

Channel

The block of protection system

Protection system on the other end

Fig. 3. The protection system for building everet

Three event trees are built for each protectiotesybased

the possitsie three different initial events: (1) No faultpneset zones (2)

Fault occurring in the primary zone (3) Fault ocmg in
backup zones. The third condition can be separhtdder
into the zone 2, zone 3, and reverse zone if tigec lbas
significant differences. In our case, we assume ktaekup
zone protections have similar configuration anddog
The event trees we built have been extended fraen th

original one. The nodes in our event trees aregoaized into
different types, as seen in Fig. 4. The nodes standhe
events or actions, where the white ones represemneat
actions and the black ones represent incorreabregtin this
event tree, we focus on the relay actions, breb&havior and
communication status. For the real system, thetswaay be
more complicated. Following a set of events oromgifrom

Uhe root node, the protection system reaches arowmet that

Abicates whether the overall action is appropratenot for
reducing the impact of the disturbance. If the onote reaches
a “pblack” node, a corrective action must be takeepending
on the elapsed time, the event tree can be usbdr dior
preventing or correcting the relay misoperations.

Fig. 4 gives the event tree 1 for the no fault ¢oo,
while the explanation of each node and its corredpm
reference actions are given in Table I. The oter évent



trees are given in the appendix. In this case, @actection
system has three event trees.

Event tree 1: No fault

Root node - initial event

Action node - correct action

Action node - incorrect action,
cannot be solved in real-time
Action node - incorrect action, "
may be solved in real-time

Outcome node - improper

Come0()

Outcome node - proper

Fig. 4. Event tree for no fault condition

TABLE |
THE SCENARIOS AND REFERENCE ACTIONS FOR THE NODES OHE EVENT TREE
FOR NO FAULT CONDITIONS

Node | Scenarios Reference Action
1 No fault in preset zones Keep monitoring

2 Relay does not detect a fault  Stand by
Check the defects in relay
algorithm and settings

4 Trip signal blocked by the
other device in the system
5] Trip signal failed to be

Check communication channel

blocked Send blocking Signal if
necessary
6 Circuit breaker opened by g
trip signal
7 Circuit breaker fails to open|  Check the breakerutir
8 Autoreclosing succeeds to
restore the line
9 Autoreclosing fails to Send reclosing signal to the

restore the line breaker

10 Breaker failure protection
trips all the breakers at the
substation
11 No Breaker failure Check the circuit of the breaker

protection or it doesn't workl failure protection.

B. Implementing Relay Monitoring, Fault Detection and
Fault Location

It is assumed that the fault analysis tool usingF®Nand
SSFL algorithms is provided for each protectioneys That
fault analysis tool is used for monitoring the piiton system
with the help of event tree analysis. We call tlestire
monitoring program the protection monitor, whichshtne
structure shown in Fig. 5. For NNFD algorithm, thputs are
the sampled voltage and current signals seen froeneod of
the transmission line. The data acquisition requénet is the
same as for the conventional relays except the lgagnmte
may be higher. For SSFL algorithm, synchronizedzm is
needed at two ends of the transmission line. Corigation
equipments such as WAN are required to exchange
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information between each protection monitor. Thdgai is
feasible with today’s wide area communication gysta the
system protection scheme. The open/close statuall dhe
circuit breakers and the operational responseldhalrelays
in the system should be sent into the protectionitopbeither
via the communication interface or via the digitdD
equipment.

The protection monitor carries out the fault detectand
fault location calculation online independently rfrothe
conventional relays. If any relay operates whiler¢his no
fault found by the monitoring program, or if theeea fault
detected by the monitoring program, the event amajyrocess
is triggered through the following steps.

Protection monitor

Advanced Fault

Analysis Tool
Event Trees

Protection System

C )

Fig. 5. Structure of protection monitor

C. Locating the Relays Responsible for Corresponding
Scenarios

If there is no fault found anywhere in the systént, one or
some of the relays detect a fault and initiatei@ gignal, we
should refer to the event tree 1 shown in Fig.itheE the trip
signal should be blocked or the circuit breakerusthdbe
reclosed according to which node in the event tifest
protection system is associated with.

If a fault is found by the monitoring program anyexé in
the system, the information will be shared with esth
protection monitors in the system. Then we shootdte and
classify all of the relays in the system into th@ldwing
categories according to the system and relay coraigpns:

(1) Relays that should stand by

(2) Relays that are responsible for main protection

(3) Relays that are responsible for backup praiacti

D. Tracing and Verifying the Operations for Each Protection
System.

After each protection system is categorized, traegution
monitor can find the right event tree for it. Whehe
protection relay finds its appropriate event trime, expected
action chain is generated by selecting the all te&fhnode
path. When there is a contingency, the path wiltl@nged. If
the relay action chain contains a “black” node,rective
action needs to be taken to reach the “white” aumode.
For the overall system, the analysis has two |dvated on the
priority. The relays matching the event tree 1 awment tree 2
are at the level 1 analysis, and the relays magcttie event
tree 3 are at the level 2 analysis. The goal ofpiatection
HBnitor is to correct the improper actions of thetection



system and avoid unnecessary trips in the wholesys

The detailed event analysis report of each praecti
monitor will be sent to the control center shorly that it is
more clear to system operator what happened irsystem
and more efficient control operation can be takefoile the
disturbance evolves into a cascading event.

V. CASE STUuDY

In order to illustrate the strategy of the everdlgsis more
clearly, an example is given in this section basedhe simple
system shown in Fig. 2.

Assume the distance relay has four-zone protestbeme.
For convenience, assume all the transmission linethe
system have the same zone length. For each relag,Zz zone
2 and zone 3 are set in the forward direction drel zone
settings are 80 percent, 120 percent and 200 peofeits
protected line respectively. Zone 4 protectiomishie reverse
direction and the setting is 20 percent of its Kveard” line
direction. Transfer trip scheme is used for thempry
protection for all of the distance relays.

The fault scenario of this example is the A-to-grddault
on line 3, fault location is 15 percent of the IBéom the end
of bus D, shown as Fig 6.

A E

72

19 Source R

Z2
8

D
74 74

7 14HH13]

9

Source S
Z1 | Z4

Fig. 6. A-to-ground fault at line 3

In this paper, we focus on illustrating the schemly. We
assume that the protection monitor program at leoitis of
line 3 can detect and locate the fault preciseliie Two
algorithms have been tested separately with thailddtand
comprehensive fault scenarios and proved to behieli
Considering the protection monitor programs instalin a
redundant way in the system, the selectivity carnnfygoved
further.

After the protection monitors at both ends of IBéave
detected the fault, the information is shared wither
protection monitors at every other substation. Ttieneight
protection systems can be classified into 3 categ@hown in
Table II:

Each protection monitor program will then compat® i
relay operation with the expected one by usingetent tree.
For example, for protection system 4, it matchesnetree 1.
In the ideal condition, the relay operation shomidtch the
route1-2-white.

We assume two contingencies in this scenario. ElayRat
breaker 5 failed to detect the fault in line 3 hemaof the DC
signal component impact on the relay. The transigrsignal
therefore fails to be obtained by this relay. (2)dy at breaker
9 detects the fault as zone 3 fault.

TABLE Il
CLASSIFICATION OF PROTECTION SYSTEMS IN THE EXAMPLEYSTEM

Categories Relay and Circuit breaker no.
Relays responsible for main 5(Z2) , 6(Z1)
protection

Relays responsible for
backup protection
Relays that should stand-b

13(Z2), 14(Z4), 7(Z4), 15(Z4),
3(23), 11(Z3), 8(22), 16(22)
4,12, 1, 2,9, 10

Because of these two contingencies, some relaysgelda
their action from the expected one. The changestawa/n in
Table IlI.

TABLE Il
THE CHANGES FOR THE RELAY OPERATIONS

Relay no. Expected path Real path

Relay 5 : event tree 2| 1-2-4-10-white 1-3-7-black

Relay 9 : event tree 1| 1-2- white 1-3-5-6-9- black

Relay 3, 11, 13 1-2-4-6-8- white 1-2-4-7-10-white
:event tree 3|

Corrective actions are generated by the protectionitors
if the relay actions are not appropiate. Firstlbfcnsider the
level 1 analysis including relay 5 and relay 9. Felay 5,
because it passed through a square node 7, thecpoot
monitor will check the reference action at nodé Trip signal
is send from the protection monitor to open theakee 5.
Similarly for relay 9, the protection monitor witheck the
reference action at node 9. A reclosing signakrgdsfrom the
protection monitor to reclose the breaker 9.

Then we go to the level 2 analysis. For relay 3ahd 13,
although their relay action paths reach the “whitetle finally
to successfully clear the fault, there is stilldatk” node 7 in
their paths. We need to avoid the redundant trfiies the prior
relay actions have been corrected. Because theaprim
protection has been already corrected by its piiotec
monitor, and this information will be sent to othmotection
monitors via WAN, then the protection monitors aickup
protections will reclose their breakers to avoicheressary
trips in the system.

VI. CONCLUSION

Based on the discussions given in the paper, ti@niog
conclusions may be drawn:
Relay misoperation may contribute to cascading tsvek
more reliable program for monitoring and verifying
protection system operation is needed to reduce thi
impact.
The combination of NNFD and SSFL algorithms proside
a more accurate approach for detecting and locdtieg
fault than what is found in conventional relays.
The event tree analysis method provides an efficieay
for automatically preventing and mitigating the asel
misoperation.
The future work will focus on the implementation thie
overall strategy presented in this paper. The faulalysis
algorithms and event tree analysis will be impletadnin
MATLAB. A model of a real power system and some



corresponding scenarios will be built in EMTP/ATdPtést the
performance of the entire strategy.

VII. APPENDIX
Event tree 2: Fault occurring in the primary zone

D -
° @ o

Fig. 7. Event tree for fault occurring in primagne

TABLE IV
THE SCENARIOS AND REFERENCE ACTIONS FOR THE NODES BVENT TREE FOR
FAULT OCCURRING IN THE PRIMARY ZONE

Node | Scenarios Reference Action.
1 Fault occurs in a priman
zone.

Relay detects the fault

eCheck defects in relay algorithm
and settings

Relay sees the fault in
correct zone

a

Check defects in relay algorithin
and settings

Transfer trip signal is
received

Check communication channel
Send Trip Signal if necessary

| 8 | Relay trips the breaker

e Try to open the breake
0 associated with this relay an

correct other redundant trips
10 Circuit breaker opened b
a trip signal

o —

Check the breaker circuit

12 Breaker failure protectio
trips all the breakers at thie
substation

Check the circuit of the breake
failure protection

=

Event tree 3: Fault occurring in backup zones
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Fig.8. Event tree for fault occurring in backup eon

TABLE V

THE SCENARIOS AND REFERENCE ACTIONS FOR THE NODES BVENT TREE FOR

FAULT OCCURRING IN BACKUP ZONES

Node | Scenarios Reference Action.

1 Fault occurs in backup zong

Relay detects the fault

Check defects in relay
algorithm and settings

Relay sees the fault in a
correct zone

Check defects in relay
algorithm and settings

Other relays clear the fault

successfully

Back-up relay is reset or

blocked

9 Back-up relay is not reset qr
blocked

10 Back-up relay trips the

breaker

Check the breakeruir

No unnecessary trips

Try to restore the
unnecessarily tripped lines

14 Breaker failure protection
trips all the breakers at the
substation

Check the circuit of the
breaker failure protection.
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