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Abstract—The global positioning system (GPS) is a state-of-
the-art timing and positioning system based on 24 or more satel-
lites launched and maintained by the US government. Power engi-
neering applications based on GPS include phasor measurement,
positioning applications, such as surveying and mapping, and po-
tentially in deriving real-time data on transmission lines that will
allow them to be loaded to a dynamic (thermal or security) limit.
Inherent errors in GPS technologies are discussed, and the differ-
ential GPS method is described for accuracy enhancement. Fur-
ther digital-processing needs are necessary for meeting the accu-
racy requirements of certain specific applications. The focus of this
paper is on the digital signal processing (DSP) of differential-GPS
(DGPS) measurements. The paper describes a methodology for
further improving DGPS altitude measurements for the purpose
of accurate determination of high-voltage overhead conductor sag.
The Haar wavelet transforms (HWT) and least-squares parameter
estimation (LSPE) techniques are considered.

Index Terms—Dynamic thermal-line rating, GPS, least-squares
parameter estimation, overhead conductor sag, transmission engi-
neering, wavelet analysis.

I. INTRODUCTION

THE global positioning system (GPS) is a positioning and
timing system based on 24 satellites in operation, launched

and maintained by the U.S. government. Each satellite orbits the
Earth in approximately 12 h. Implemented initially with mili-
tary applications in mind, the GPS/DGPS technology is highly
reliable. Various engineering and military applications of the
GPS and its basic technological concepts are described in [3],
[4], [6], [18]. The essence of the GPS technology is a receiver
clock offset and three-dimensionsal (3-D) position of GPS re-
ceivers, which are determined from measured satellite-to-re-
ceiver ranges called pseudorange. The pseudorange is based
on four or more GPS satellite signal reception. For certain na-
tional security considerations, the GPS technology had original
intentional inserted error known as selective availability (SA). In
2000, an SA error of approximately 0.2 s (60 m) was removed
[21]. Errors due to the propagation of the signals from GPS
satellites, errors in solving the system of pseudorange equa-
tions, and other errors occur. The presence of bad GPS mea-
surement data could be attributed to a variety of sources, some
of which are not fully understood. The momentary loss of some
GPS satellites from view will negatively impact the measure-
ment accuracy. Also, interference and signal reflections degrade
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accuracy. In addition, the ambient noise impacts solution ac-
curacy. Other error mechanisms may also create single datum
values that are erroneous. One way to reduce these errors in-
volves the comparison of a GPS position calculation with that at
a known surveyed position. In this way, an error or a difference
is generated which is then used as a correction. The concept is
called differential GPS [3] and the technology is further denom-
inated depending on the collection of the final position result at
the surveyed base station (direct DGPS) or the “rover” remote
station (inverse DGPS). More recently, there has been recom-
mendations to add an additional frequency to the system. This
is intended to improve the accuracy of civilian GPS applica-
tions. The DGPS operation offers significant position accuracy
improvement over standard GPS. DGPS compensation greatly
attenuates errors common to all local receivers in use. However,
spatial correlation of atmospheric delays could cause the DGPS
position accuracy to deteriorate with increasing distance be-
tween the reference and rover receivers. Equation (1) describes
the autocorrelation function, between two DGPS receiver
points separated by a distance of correlation distance and
variance as [7],

(1)

where, and are the respective pseudorange errors at re-
ceiver positions one and two.
The following accounts for the increase use of DGPS:

nanosecond-order precise time tagging capability (accuracy),
compactness, portability, low cost, and around-the-clock oper-
ation in all weather conditions anywhere on Earth. DGPS has
been used for different applications including dispatching/fleet
management, emergency tracking, offshore exploration, and
agriculture [3].
The main applications of GPS technology in power engi-

neering have been in
• surveying;
• mapping;
• system protection;
• phasor measurement in real time.

In addition, recently, DGPS has been proposed for the measure-
ment of overhead conductor sag in transmission circuits [1].
In that application, the main concept was the use of a DGPS-
based instrument to accurately estimate the position of a point
on the overhead conductor in a critical transmission-line span.
The goal was to convert this conductor sag data to a dynamic
(real-time) thermal rating of the line [1], [2], [8], [10], [11], [18].
The main results reported in this paper were obtained in proto-
typing the overhead conductor sag instrument. The use of GPS
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technology for phasor measurements and surveying in power
engineering is well known: and these technologies do not have
problems in accurate measurements of time and horizontal (i.e.,

) position. The measurement of vertical position (i.e., ),
however, is more problematic because some compromises were
made in the GPS design to attain accuracy in measure-
ments. For this reason, the remaining focus of this paper relates
to the DSP of vertical DGPSmeasurements for transmission en-
gineering applications.

II. DIGITAL PROCESSING OF GPS DATA

The GPS technology is heavily based on DSP. The pseudo-
random signals from the GPS system are decoded, converted to
pseudorange data, and solved for position and time at the re-
ceiver—all digitally. Evidence about the error in raw GPS mea-
surement data has been reported since the inception of the tech-
nology more than two decades ago. Themeasurement errors can
be traced to various sources including multipath, ionospheric,
tropospheric effects, and clock offset [3], [4]. A distribution of
errors that affect the , and positioning accuracy due to
specifically selected factors are provided in Table I.
DGPS measurement errors ( ) in the order of 15 m

and beyond are not unusual in some applications. In order
to improve the measurement accuracy, postprocessing of the
raw measurement data using appropriate engineering and DSP
tools are therefore often inevitable. The accuracy requirement
of DGPS data is application, device, and base–rover receiver
separation distance dependent. Table II shows comparison of
typical GPS and DGPS measurements above ellipsoid (vertical
position, similar to mean sea level, a grade benchmark) for
selected conditions based on field trials of more than 3500 s
of measurements using a ten-channel GPS instrument. Various
DGPS measurements were obtained experimentally using 12-
and ten-channel DGPS receivers at a presurveyed position in
Tempe, AZ, at an altitude of approximately 359 m above mean
sea level. The readings were taken at the rate of one reading
per second. These measurements were taken to illustrate the
accuracy improvement using DGPS.
Differentially corrected GPS data can be appropriately trans-

mitted at a desired set time interval to reduce processing burden.
DGPS readings for ten distinct elevations (stations), collocated
in longitude and latitude, were taken to validate known altitudes.
The altitude difference between the stations was varied from
0.10 m to 1.0 m for the test site illustrated in Table III. An av-
erage of 1600 (26 min) readings per station were taken. Table III
shows the statistical data analysis based on raw DGPS measure-
ments and the respective filtered data using 12-channel DGPS
receivers. In these tests, the effect of electric fields near 230-kV
overhead lines is tested.
In Table III, the confidence interval, ( ) is defined as

(2)

where, is the mean of number of samples of raw or fil-
tered data and is the respective standard deviation. The con-
stant coefficient is dependent on the probability for which
the sample mean lies within the confidence interval (e.g.,

TABLE I
ERROR DISTRIBUTION IN METERS [3], [4]

TABLE II
STATISTICAL ANALYSIS OF GPS/DGPS MEASUREMENT OF ALTITUDE UNDER

CONTROLLED CONDITIONS (TEMPE, AZ, TEN-CHANNEL RECEIVER)

TABLE III
EFFECT OF BAD DATA MODIFICATION, DATA TAKEN 14-ft. DIRECTLY UNDER
230-kV LINES (TEMPE, AZ, APPROXIMATE ELECTRIC FIELD STRENGTH

0.3112-kV/cm, 12-CHANNEL RECEIVER)

for %). Note that in Table III is improved
(reduced) in the case of statistical analysis using the filtered
(DSP) data compared to that of the measured raw data. Conse-
quently, the is narrowed, respectively, as shown in Table III.
The main DSP techniques considered are shown in Fig. 1.

Also illustrated are bad data identification and rejection
(based on a -calculation and rejection), and three
other estimating procedures: moving window time averaging,
least-squares state estimation, and wavelet spectrum calcu-
lation and analysis. Various combinations of these methods
are illustrated in Fig. 1. Even though options one and three in
Fig. 1 yield better results compared with that of the raw DGPS
data, their performance was not closer to that of options two
and four. The results of LSPE and HWT analysis (i.e., options
two and four) are presented in this paper. These are found to be
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Fig. 1. Selected DSP methods.

most applicable for the DSP of DGPS vertical positioning data
in a 60-Hz electric field.

III. LEAST-SQUARES PARAMETER ESTIMATION

The concept of weighted LSPE is an old one. The method
applied here is based on the usage of measurements, of the
vertical position taken from the physical process to obtain pa-
rameter vector . Denoting the estimate of as , the weighted
LSPE algorithm is

(3)
(4)

where denotes the Moore–Penrose pseudoinverse of a ma-
trix [5], [20]. The matrix is a weighting factor selected to
maximize the usage of themost accurate measurement data. The
measurement residual is described by

(5)

where is the th measured quantity, is the true value being
measured by the th measurement, is the variance for the th
measurement, with being the number of sample measure-
ments.
In this application, vector is the measured altitudes using

DGPS and are the true altitude positions of the remote DGPS
receiver. In trying to capture the nonlinear behavior of the error,
the LSPE method adopted is formulated as

(6)

where , , are the sampled readings at certain times
that produce the corresponding vertical measurement estimation

. Using the set of measurements , , taken for
a set of known (i.e., controlled) altitude and replacing
with , (6) can be expressed in matrix form as follows:

(7)

where are determined using measure-
ments corresponding to a known set of . Thus, the parame-
ters are computed using simple-state esti-
mation concept. One formulation involves the Moore–Penrose
pseudoinverse of the matrix .

Fig. 2. Basic level of wavelet transform filtering process.

IV. WAVELET ANALYSIS OF DGPS DATA

Awavelet may be described as a waveform of effectively lim-
ited duration that has an average value of zero but nonzero in-
tegral of the square. Unlike Fourier analysis, which consists of
breaking up a signal into sine waves of various frequency com-
ponents, the wavelet analysis decomposes a signal into shifted
and scaled versions of themother wavelet. This produces a time-
scaled view of a signal. Wavelet analysis provides an alterna-
tive method for reconstructing and decomposing a given signal

, into its constituent parts. Hence, it can provide informa-
tion about signal patterns and behavior, or capture the location
of local oscillations that represent a particular feature at a spe-
cific frequency level. Thus, the technique is capable of revealing
data trends and discontinuities.
There is a volume of literature on the subject of wavelet trans-

forms and their applications. Some selected few are given in
[12]–[17]. The dilation and translation features of a wavelet
transform can be described by a set of functions of the form

(8)

representing a set of functions formed by dilations, that are con-
trolled by a positive real number and translations that
are controlled by the real number , of a single func-
tion , which is also known as the mother wavelet. The
mother wavelet appears as a local oscillation. In (8), the dila-
tion parameter controls the width and rate of the local oscil-
lation and, hence, can be thought of intuitively as controlling
the frequency of . The translation parameter, moves the
wavelets throughout the domain. The continuous wavelet trans-
form (CWT) of a signal is also described in (9) as the inte-
gral of the signal multiplied by a scaled, shifted version of the
wavelet function ,

(scale, position) (scale, position, ) (9)

The results of the CWT are many wavelet coefficients .
These coefficients are functions of scale and position. The
constituent wavelets of the original signal can be regenerated
by summing the product of each coefficient and the appropriate
scaled and shifted wavelet. The identity of most signals, can
be traced to a low-frequency content (“approximation”) of the
measurement. The high-frequency content (“detail”), on the
other hand, imparts flavor [14]. In wavelet transform analysis,
the approximation as shown in the basic filtering process
illustrated in Fig. 2 is the high-scale, low-frequency (i.e.,
identity) components of the given signal. The details are the
low-scale, high-frequency (flavor or nuance) components.
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Fig. 3. Decomposed DGPS vertical position signal using HWT.

In Fig. 2, the original signal passes through two complemen-
tary filters and emerges as two signals. The scaling function is
similar to the wavelet function and, can be determined by the
lowpass filters. Therefore, it is associated with the approxima-
tion “ ” of thewavelet decomposition. In this paper, the approx-
imation component of the DGPS signal is extracted and used for
data analysis.
Wavelets have been applied in a variety of engineering and

science applications where measurement accuracy is to be im-
proved. In this paper, the application area is DGPS technology
for overhead conductor sagmeasurement. The distinctive nature
of the data under analysis requires the use of the Haar wavelet
transform as a postprocessing technique to enhance the accuracy
of the raw DGPS measurement data. Wavelet transforms can be
used to compress or denoise a signal without appreciable degra-
dation hence, unlike the LSPE method, the use of the HWT for
data analysis does not require preidentification andmodification
of bad data from the raw (original) DGPS signal.
Fig. 3 shows the decomposition of the raw DGPS measure-

ment data, , using the HWT. The signal represents wavelet
components of 12 subsignal levels for the ten different measured
stations. In this case, a level 11 ( ) Haar [14] wavelet is
used. For the original DGPS data (signal), consisting of ap-
proximately 18 555 data points (i.e., ) and sam-
pled at a rate of one measurement per second, there will be ap-
proximately 15 ( ) wavelet levels available.

Fig. 4. Comparison of actual altitude measurements with reconstructed HWT
approximation, ���.

It can be seen from Fig. 3 that the trend of the quantitative
values of altitudes above ellipsoid in meters of the approxi-
mation component, matches that of the original signal,
to a significant extent. It is to be noted that the shape of the
decomposed signal components depends on the shapes of the
analyzing wavelet which, in turn, determine the shape of the
building blocks from which a particular signal is constructed.
Recall that wavelet decomposition of a signal has two main el-
ements: the approximated and the detailed. In Fig. 3, the ap-
proximation level is shown as with its associated detailed
components as through . The sum of the various levels
results in a signal at the top of the Fig. 3. References [13],
[14] show how to obtain the approximated and detailed compo-
nents. For practical purposes, the wavelets toolbox ofMATLAB
software is used to generate these individual components for the
given ten station DGPS measurement data.

V. QUANTIFICATION OF ERROR

For the purpose of comparing the error resulting from HWT
and the previously assessed LSPE method, the approximation
component (i.e., ) of the decomposed DGPS signal has been
extracted. Fig. 4 shows the estimated altitude above ellipsoid,
resulting from the extracted HWT transform level 11 approxi-
mation (i.e., ) of the decomposed signal and the actual (i.e.,
controlled) altitude above ellipsoid. As can be seen from Fig. 4,
the resulting altitude from closely matches that of the ac-
tual or controlled altitudes above ellipsoid. The respective errors
or deviations in the LSPE (i.e., error in LSPE) and that of the
HWT methods from the actual altitudes are depicted in Fig. 5.
For the DGPS altitude data being studied, the HWT approach
( ) tends to have relatively better performance than the LSPE
in most cases as shown in Fig. 5.
The confidence index resulting from the two selected

methods is shown in Figs. 6 and 7. These data are for DGPS
measurements taken in the vicinity of 230-kV overhead trans-
mission circuits for a 12-channel receiver. It can be seen that
for a 70% confidence level, the component of the HWT
presents a lower error of approximately 17.2 cm as opposed
to 21.5 cm for the LSPE. Due to the so-called end effect
phenomenon in wavelet transform analysis, the accuracy of
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Fig. 5. LSPE versus Haar wavelet errors.

Fig. 6. Cumulative error in altitude (�) measurements for HWT (���).

Fig. 7. Cumulative error in altitude (�) measurements for LSPE analysis.

the approximated component is distorted. With appropriate
curve fitting techniques, it can be seen that the Haar wavelet
used in this analysis outperforms the LSPE method. A detailed
analysis resulting from the use of bad data identification and
modification, artificial neural network estimation (ANNE) and
LSPE methods for the same DGPS measurements are given
in [1], [18]. A brief summary of the resulting accuracy for
selected confidence levels is given in Table IV.
An accurate real-time overhead conductor position

( ) information can be used to redistribute power
flow, detect the extent of conductor movement in the –
plane in a remote location. Equally important is the use of
overhead conductor sag information for dynamic thermal-line
ratings [1], [18]. Corona [19] discharge is a potential source of

TABLE IV
SELECTED CONFIDENCE LEVELS OF DGPS ALTITUDE MEASUREMENT NEAR

230-kV TRANSMISSION LINES

interference in communication systems in the close proximity
of high-voltage environment. Field trial testing conducted in a
laboratory environment and at the Ocotillo substation in Tempe,
AZ indicates the feasibility of the DGPS signal reception for
measurements taken at approximately 14 ft directly below
230-kV lines. However, the severe existence of such a phe-
nomenon (i.e., corona) may affect the normal operation of the
DGPS-based conductor sag measurement instrument together
with the communication links being used for data transfers.
The effect of corona on DGPS measurement in the vicinity of
discharges needs further investigation that is beyond the scope
of this paper, however, no rover–based radio-communication
problems were observed for 902-to-928-MHz (ISM band)
technology.

VI. CONCLUSION

The power engineering applications of GPS technologies, es-
pecially those that relate to the measurement of vertical position
have been discussed. A DGPS-based conductor sag instrument
has been prototyped and is used to measure altitudes.
The LSPE method in combination with bad data identifica-

tion and correction, and HWT have been used to reduce the
error of raw DGPS measurements. One of the main advantages
of the wavelet approach is that it does not require initial bad-data
identification and modification, a cumbersome filtering process
needed for the LSPE method. The results show that the LSPE
and HWT approaches exhibit competitive results and reduce the
error significantly. The DGPS measurement data accuracy en-
hancement using the HWT analysis can be considered as a better
method. A typical error at the 60% confidence level is 15.4 cm
in the DGPS measurements as shown in Table IV.
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