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Abstract.  State estimation has been introduced to power 
systems and implemented in the 60s, using a single 
frequency, balanced and symmetric power system model 
under steady state conditions. This implementation is still 
prevalent today. The single frequency, balanced and 
symmetric system assumptions have simplified the 
implementation but have generated practical problems.  This 
paper examines these simplified assumptions and their 
impact on the state estimation performance. It provides a 
theoretical basis for the well known fact that the reliability of 
the state estimator algorithms has been below expectations. 
Specifically, sensitivity analysis methods are used to quantify 
the impact of modeling simplifications and measurement 
schemes on the performance of state estimation. The results 
clearly illustrate that the traditional state estimation 
algorithm is biased. These biases affect the accuracy of state 
estimation and its convergence characteristics. The paper 
also reviews the traditional state estimation approach against 
recent technological advances that have enabled 
synchronized measurements. The implications and 
possibilities of this new technology are discussed in this 
paper.  Specifically, an example application of the new 
technology for a Three Phase State Estimator is described.  
A power system state estimation based on a) multiphase 
model, b) voltage and current waveform measurements, and 
c) synchronized measurements is formulated.  The paper 
focuses on the following: a) modeling, b) implementation, c) 
observability and d) performance. The overall performance 
of the system is described in terms of confidence level versus 
error.  These concepts are illustrated with simple systems. In 
addition, we demonstrate the performance of the proposed 
methods on an actual system (New York Power Authority 
system) using actual synchronized measurements. The paper 
concludes with a commentary on the implications of 
improved state estimation methods on the security/reliability 
monitoring and control of an electric power system. 

 

1.  Introduction 
State estimation was introduced by Gauss and Legendre 
(around 1800).  The basic idea was to "fine-tune" state 
variables by minimizing the sum of the residual squares.  
This is the well-known least squares (LS) method, which has 
become the cornerstone of classical statistics.  The reasons 

for its popularity are easy to understand: At the time of its 
invention there was no computers, and the fact that the LS 
estimator could be computed explicitly from the data (by 
means of some matrix algebra) made it the only feasible 
approach.  Even now, most statistical packages still use the 
same technique because of tradition and computational 
speed.  Also, for one-dimensional problems, the LS criterion 
yields the arithmetic mean of the observations, which at that 
time seemed to be the most reasonable estimator.  
Afterwards, Gauss introduced the normal (or Gaussian) 
distribution as the error distribution for which LS is optimal. 
Since then, the combination of Gaussian assumptions and LS 
has become a standard mechanism for the generation of 
statistical techniques. 

In a real time environment, state estimation was applied to 
power systems by Schweppe and Wildes in the late 1960's 
[1].  Over the past twenty five years, the basic structure of 
power system state estimation has remained practically the 
same: 

• Single phase model 
• P, Q, V measurement set 
• Non-simultaneousness of measurements 
• Single frequency model 

The above basic structure of the power system state 
estimation implies the following assumptions (which in turn 
result in a biased state estimator): 

1. all current and voltage waveforms are pure sinusoids 
with constant frequency and magnitude 

2. the system operates under balanced three phase 
conditions 

3. the power system is a symmetric three phase system 
which is fully described by its positive sequence 
network 

These assumptions introduce a discrepancy between the 
physical system and the mathematical model (bias) and have 
resulted in practical difficulties manifested by poor 
numerical reliability of the iterative state estimation 
algorithm.  Substantial efforts to fine tune the mathematical 
models in actual field implementations are required. 

To alleviate the sources of error, new measurement systems 
and estimation methods are needed.  For example, by 
utilizing synchronized measurements [3], the problem of 
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time skewness can be alleviated. Synchronization is achieved 
via a GPS (Global Positioning System) which provides the 
synchronizing signal with accuracy of better than 1 �sec.  
By utilizing three phase measurements the system imbalance 
can be accounted for. Finally, by using full three phase 
model for the power system, the system asymmetry can be 
accounted for. Under ESEERCO (Empire State Electric 
Energy Research Corporation)/NYPA sponsorship, a 
multisite phasor measurement system has been implemented 
based on: (a) Synchronized measurements of voltage and 
current waveforms, (b) Three phase measurements, and (c) 
Use of full three phase models. 

The state estimation based on this system is not subject to the 
mentioned biases of the tradiotional state estimation. This 
state estimation is formulated in its general form that allows 
estimation of waveform distortion as well resulting in the 
Harmonic State Estimation. This paper focuses on the 
application of this system as a three phase state estimation, 
free of time skewness, imbalance errors and asymmetry 
erros. The paper presents quantitative descriptions of the 
errors resulting from these biases and therefore provides a 
quantitative evaluation of the merits of the proposed three 
phase state estimator. 

The paper begins with a brief review of the LS state 
estimation algorithm. Subsequently, expressions are derived 
of the biases from several sources of error. Then, the state 
estimator based on multiphase synchronized measurements is 
introduced. The general case of this estimator is the 
Harmonic Measurement System (HMS) and the three phase 
state estimator is a special case.  Results of this state 
estimator and its impact on accuracy are presented. 

 

2. Review of LS State Estimation 
 
A present day implementation of state estimation includes 
additional functions as it is illustrated in Figure 1. Note that 
the basic state estimation algorithm is suplemented with a 
number of supporting functions, such as topology processor, 
data preprocessing, observabilioty analysis, bad data 
rejection, parameter estimation and possibly remote 
calibration. Here we will focus on the basic state estimation 
algorithm. The state estimation is a mathematical procedure 
by which the state of an electric power system is extracted 
from a set of measurements.  Traditionally, the 
measurements are P, Q and V (real power, reactive power 
and voltage magnitude).  In general, any measurement can be 
expressed as a function of the system state.  Let zi denote a 
measured quantity: 
 
zi = hi(x)           (1) 
where x is the system state and hi is a function specific to the 
measured quantity zi.  Assume that m measurements are 

taken.  Then, all measurements can be written in compacvt 
form: 
 
z = h(x)                          (2) 
 
where  
 x is the system state - an n x 1 vector 
 z is a vector of measured quantities - an m x 1 

vector 
 h is a vector function - an m x 1 vector function. 
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Figure 1.  Conceptual View of Real Time Power System 

Modeling and State Estimation 
 
Typically more measurements are taken than the number of 
state variables to be determined, i.e. m > n.  In this case, the 
set of Equations (2) represents an overdetermined set of 
nonlinear equations in real variables. 
 
The least squares solution of the overdetermined system (2) 
is the vector x which minimizes the sum of the squares of the 
components of the residual vector r, r=z-h(x).  
Mathematically, this is expressed as follows: 
  

Minimize  J r r ri
i

m T= ∑ =
=

2

1
               (3) 

 
A variation of this method is the weighted least squares 
method which minimizes the sum of the weighted squares of 
the components of the residual vector r.  Mathematically, this 
is expressed as follows: 
 

Minimize J w r r Wri i
i

m T= ∑ =
=

2

1
           (4) 

where: wi : the weight for the residual ri, W : a diagonal 
matrix, the diagonal elements being the weights wi. 
 
The unknown vector x is obtained from the solution of the 
necessary conditions, which in matrix notation are expressed 
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as follows: 
 

 
dJ
dx

= 0  (5) 

 
 Note that: 
 
dJ
dx

d
dx

Hx b W Hx b H W Hx bT T= − − = − =[( ) ( )] ( )2 0 (6) 

 
Upon solution of last equation for the state vector x 
 
 x = (HTWH)-1HTWb            (7) 
 
Equation (7) provides the solution to the linear estimation 
problem (4). 
 
To obtain the solution to the nonlinear estimation problem 
(4), assume that an initial guess of the vector x0 is known.  
The system (2) is linearized around the point x0 yielding: 
 

b h x h x
x

x x h o t
x x

= + − +
=

( ) ( )| ( ) . . .0
0

0∂
∂

 

Where h.o.t. denotes higher order terms. Assuming that the 
vector x0 is very close to the solution, then the higher order 
terms (h.o.t.) are negligibly small and are omitted from 
above equation. 
 
Let 

 
∂

∂
h x

x
H

x x

( )|
=
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Then 
 b h x H x x= + −( ) ( )0 0  
 
and 
 r Hx Hx h x b= − + −0 0( )  
 
Observe that the vector − + −Hx h x b0 0( )  is known.  Let 
 
 − + − = −Hx h x b b0 0( ) '  
Now: 
 r = Hx - b' 
 
Now the problem is identical to the linear estimation 
problem.  Thus, the  solution is: 
 
x = (HTWH)-1HTWb' 
   = (HTWH)-1HTW[Hx0 - h(x0) + b] 
   = (HTWH)-1(HTWH)x0 - (HTWH)-1HTW[h(x0) - b] 
   = x0 - (HTWH)-1HTW[h(x0) - b] 
 

The last equation is generalized into the following iterative 
equation: 
 
x�+1 = x� - (HTWH)-1HTW[h(x�) - b]     (8) 
 
where H is the matrix ∂ ∂h x x( )/  computed at x = x�.  
This is the Jacobian of the vector function h(x). 
 
In summary, the least squares solution of the linear 
estimation problem is given by Eq. (7) and the least squares 
solution of the nonlinear estimation problem can be obtained 
with the iterative algorithm (8). 
 

3. Sources of Bias 

The LS state estimation procedure is an unbiased estimator 
if and only if the model is accurate (exact) and the 
measuremnent error is statistically distributed.  Both of 
these conditions may not exist in a practical system.  In this 
section we concentrate on the bias resulting from model 
inaccuracies and we discuss the effect of measurment errors.  
In particular model inaccuracies result from: (a) unbalanced 
operating conditions and (b) asymmetries of power system 
models. 

 

3.1 Balanced Operation 
An actual power transmission system operates near balanced 
conditions.  The imbalance may be small or large depending 
on the design of the system.  As an example, Figure 2 
illustrates the three phase voltages and currents on an actual 
system.  Note for example a 10% difference in the currents 
of Phases A and B of transmission line to GILBOA.  The 
voltage in this case has only a 0.2% difference between two 
phases. 

Because of imbalance, the measurements may have an error.  
We represent this as follows: 

zzz t ∆+=  

where  tz  is the true measurement (assuming a balance 

system), z∆  is the measurement error due to imbalance, and 
z  is the actual measurement. 

Application of the LS state estimation procedure, assuming 
no other error sources, yields: 

zWHWHHxx TT
t ∆+= −1)(  (9) 

where tx  is the true state of the system or the unbiased 
state estimate, and the second term is the bias resulting from 
the imbalance measurement error. Note that the bias from 
unbalanced operation depends on the level of imbalance as 
well as the system parameters (matrix H). 
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Figure 2.  Actual Three Phase Voltages and Currents in 
FRASER Substation 

3.2 System Symmetry 
An actual power transmission system is never symmetric.  
While some power system elements are designed to be near 
symmetric, transmission lines are never symmetric.  The 
impedance of any phase is different than the impedance of 
any other phase.  In many cases, this imbalance can be 
corrected with transposition.  Because of cost many lines are 
not transposed.  

The asymmetry may be small or large depending on the 
design of the system.  One power system component that 
contributes to the asymmetry is the three phase untransposed 
line.  As an example, Figure 3 illustrates an actual three 
phase line.  For the purpose of quantifying the asymmetry of 
this line, two asymmetry metrics are defined: 

1

minmax
1 2

1
z

zz
S

−
=  

1

minmax
2 2

1
y

yy
S

−
=  

where z1 is the positive sequence series impedance of the 
line, zmax and zmin are the max and min series impedances of 
the individual phases, y1 is the positive sequence shunt 
admittance of the line, ymax and ymin are the max and min 
shunt admittances of the individual phases. 

The above indices provide in a quantitative manner the level 
of asymmetry among phases of a transmission line.  As a 
numerical example, these metrics have been computed for 
the line of Figure 3 and are presented in Figure 3.  Note that 
the asymmetry is in the order of 5 to 6%. 
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Figure 3.  Line Asymmetry Indices 

Because of the presence of non-symmetric components, the 
state estimate using the positive sequence model of the 
power system is biased.  An estimate of the bias can be 
computed as follows.  First observe that because of power 
system component asymmetry, the relationship of a 
measurement to the system model will have an error.  
Specifically: 
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)()( xhxhz ∆+=  

where h(x) is the function relating the measurement to the 
state vector assuming symmetric power system components, 
∆h(x) is the difference between the symmetric model 
(positive sequence model) and the asymmetric model. 

Now the jacobian matrix of the measuremnts becomes: 

HHH s ∆+=  

where sH is the jacobian matrix assuming symmetric power 
system elements. 

Application of the LS state estimation procedure, assuming 
no other error sources, yields: 

)()))((2(

))()((
11

11

WHHWHHWHHI
WHHzWHWHHxx

TTT

TTT
t

∆∆+

∆∆+=
−−

−−

(10) 

where tx  is the state of the system assuming a symmetric 
model, and the other terms represent the bias resulting from 
the system asymmetry. 

 

3.3 Measurement Errors 
State estimators are based on the assumption that 
measurement errors are statistically distributed with zero 
mean. The traditional implementation of state estimation 
uses sensors of V, P and Q. When the sensors are properly 
calibrated, the measurement error is very close to meeting 
the requirements of state estimation. However, recent trends 
resulted in the use of sensorless technology for power system 
measurements. Sensorless technology refers to the use of 
A/D converter technology to sample the voltage and current 
waveforms. Once the sampled waveforms are available, the 
required measurements can be retrieved with numerical 
computations.  

Independently of the technology used for measurements, it is 
important to examine whether there is bias in the 
measurements. This can be best achieved by examining the 
entire measurement channel of a typical power system 
instrumentation [14]. The major sources of error (see Figure 
4) are (a) the instrument transformers, (b) the cables 
connecting the instrument transformers to the sensors or A/D 
converters and (c) the sensors or A/D converters. Figure 5 
illustrates the transfer functions of a typical instrument 
transformer. It can be observed that the characteristics of 
instrument transformers near the power frequency are flat. 
One can conclude that for power frequency measurements, 
there is no appreciable measurement bias from instrument 
transformers. However for measurements at harmonic 
frequencies, a substantial measurement bias can occur. 
Another source of measurment bias may result from A/D 
converters. Figure 6 illustrates the transfer function of a 

specific A/D converter. Note the magnitude and phase bias 
even at power frequency.  It is important to note that the 
measurement bias is dependent upon the design of the A/D 
converter. The measurement bias resulting from control 
cables is variable depending on the total length of the cables. 
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Figure 4.  Components of Typical Voltage and Current 
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Figure 5.   Magnitude and Phase of Frequency Response 
of a 200 kV/115 Potential Transformer 
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The measurement bias can be corrected with software. Such 
methods have been developed [18], but their use in state 
estimation is very limited. It is important to note that the 
above sources of error cannot be corrected with better (more 
accurate) instrumentation.  To avoid these sources of error, 
three phase measurements and a three phase system model is 
required.  Such a system has been developed and it is 
described next. 

 

4.  The Harmonic Measurement System (HMS) 
The HMS consists of the Phasor Measurement Unit and a 
Personal Computer (local system) installed in substations 
and a centrally located master workstation as illustrated in 
Figure 7.  Every local system has a Global Positioning 
System (GPS) receiver to synchronize harmonic phase 
measurements (with accuracy of 1 µsec).  This time 
reference allows the measurement of the phase angle of the 
fundamental with accuracy 0.02 degrees.  The local system 
uses input signals from existing instrument transformers.  
The captured voltage and current waveforms are processed 
by a local site computer with error correction algorithms 
which compensate the error introduced during the 
measurement process from instrument transformers, cables, 
and effects of burdens.  The error correction algorithms use 
the characteristic transfer functions of instrument 
transformers which have been measured and stored in a data 
bank [4]. Subsequently, the corrected waveforms are 
processed locally by the site computer to obtain the harmonic 
information.   

The harmonic information obtained at every local system is 
sent to the master station for global data processing, 
including harmonic state estimation.  Note that the harmonic 
state estimation here is system wide estimation instead of 
local estimation referred to in the literature. If the harmonics 
are limited to the fundamental, then the state estimator is a 
three phase esimator. The subject of this paper is the use of 
this system as a three phase state estimator. 
Global Time
Reference
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BGFraser
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Figure 7. The present Harmonic Measurement System 

5.  Formulation of the Three-Phase State 
Estimation 
The formulation is presented with the following postulated 
model: 
 z = h(x) + ηηηη    (11) 

where z is a vector of fundamental frequency measurements; 
x is a vector of fundamental voltages (state); ηηηη is a vector of 
error; h is a vector function depending on the system 
modeling.  The three phase state estimator is formulated by 
selecting the system state in terms of the voltages in all three 
phases, the three phase measurements and the three phase 
system model.  The three phase state and the three phase 
measurements are described here.  The three phase system 
model is addressed in section 6. 
 

5.1  Three Phase System State 
Similar to the conventional state estimation, the voltages are 
defined as system state.  The difference is that we use node 
(phase) voltages versus bus voltages in the conventional state 
estimation. Specifically, the node (phase) voltage is 
expressed as: 

{ }iimagireal
tj

i jvvetv ,,(Re)( += ω  (12) 

The set of variables vreal,i and vimag,i are state variables, 
one set for each phase.  Here the rectangular coordinate 
system is used for convenience. The number of state 
variables for a bus are 3x2=6. 

 
5.2  Three-Phase Measurements 

The measurement set consists of synchronized sampled 
waveforms.  The synchronization ensures the exact time of 
the sample with accuracy of 1 µsec.  From the sampled 
waveforms, the quantities zreal,i and zimag,i are computed 
which constitute the measurements in accordance to the 
following postulated model: 

{ }iimagireal
tj

i jzzetz ,,(Re)( += ω  (13) 

Real and reactive power measurements are not used in the 
proposed three phase state estimator for the following 
reason: since voltage and current is measured, and since the 
real power and reactive power is derived from these 
measurements, all the information needed is included in the 
V and I waveform measurements. It certainly does not mean 
that the real and reactive power measurements can not be 
processed in the HSE, but they do not provide additional 
information. 

The measurements, z, are related to the state variables with 
the equations (2) and (3) respectively. 

 z~current = Y~x~ + error                (14) 
 z~voltage = Tx~ + error            (15) 
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where overstrike ~ means complex value.  Error is also a 
complex value.  Matrix Y~ is an admittance matrix of proper 
dimensions.  T is a matrix whose entries are either 1 or 0.  If 
the measured state variables are ordered first in x~ in the same 
order as in z~, then matrix T has the form I   | 0  with identity 
matrix I and zero matrix 0 having proper dimensions.  
Equations (2) and (3) can be lumped into one equation 
below: 

 z~ = H~x~ + r~                          (16) 

Equation (16) is linear.  The least square estimation requires 
only one iteration (direct solution).  This advantage comes 
from the use of the rectangular coordinate system. 
 

5.3  Least Squares Estimation 
The least square estimation is formed as an optimization 
problem: 

Minimize:  rWrJ H ~~=  
 Subject to: xHzr ~~~~ −=                (17) 

where superscript H means Hermitian transpose.  By 
separating the complex variables into real and imaginary 
parts, problem (5) is transformed to : 

Min: rreal
TWrreal + rimag

TWrimag 
S.t. rreal = zreal - ( Hreal xreal - Himag ximag ) 
 rimag = zimag - ( Hreal ximag + Himag xreal )       (18) 

The solution is obtained from the following equation via a 
Cholesky factorization and a forward and back substitution: 










−
+

=















− real

T
imagimag

T
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imag
T
imagreal

T
real

imag

real

WzHWzH
WzHWzH

x
x
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BA

(19) 

6.  Three-Phase Power System Model 
For any estimation problem, a model must be hypothesized 
which relates the measurements to the state of the system.  
This task can be achieved by considering individual system 
components.  The major system components are transmission 
lines, transformers, generators, and AC/DC converters.  All 
components are classified into linear and nonlinear.  If 
current waveform meters are placed at all interfaces with 
nonlinear devices, the model relating measurements to the 
state of the system is linear[3].  For this reason, only linear 
devices need to be modeled in the present implementation of 
the Three-Phase State Estimation.  The postulated model for 
each linear device is: 

 I~d = Y~d V~d + I~s,d                    (20) 
where 

 I~d are the currents at the terminals of the device 

 V~d are the voltages at the terminals of the device 

 I~s,d   are equivalent current sources 

 Y~d is the admittance matrix of the device 

Note that for passive devices (i.e. a line), I~s,d is zero. 

The admittance matrix Y~d contains the modeling detail for a 
device.  Consider for example a transmission line.  Rigorous 
modeling of a line yields a matrix Y~d which corresponds to a 
nonsymmetric system, i.e. each phase exhibits different 
admittance.  Yet in conventional state estimation, a line is 
represented with its positive sequence admittance, i.e. we 
assume the line to be symmetric.  In addition, the currents I~d 
and voltages V~d may not be balanced.  The importance of 
asymmetry and imbalance has been quantified earlier. 

 

7.  Quality Evaluation of the Three-Phase SE 
The overall accuracy and performance of the Three-Phase 
State esimator is evaluated by using the concept of the 
confidence level.  Typically, the confidence level is used to 
measure the goodness of fit of the measurements to the 
system model.  Reference [7] describes methods to quantify 
the quality of measurements and resulting errors versus 
confidence level.  Reversely, the confidence level can be 
used to quantify the goodness of fit of the system model to 
system measurements.  The confidence level is computed by 
arguing that the objective function of problem (5) is chi-
squared distributed with m-n degrees of freedom if ri's are 
normalized independent Gaussian variables with zero mean.  
In this case, the chi-square distribution provides a 
quantitative measure of quality of the measurement system as 
follows: Let the value of the objective function J, computed 
at the estimated x*, be z1.  Obviously, since x* minimizes 
the objective J, any other state vector x will yield a larger 
value of J, i.e., J(x) > z1. The probability Pr[ J > z1] is 
provided by the chi-square distribution and expresses a 
measure of how well the measurements fit the model.  This 
probability is called confidence level.  In summary, the 
confidence level is computed with the following steps: 

Step 1: Compute the harmonic state estimate x* 
Step 2: Evaluate the function 
 J*= [h(x*) - z]HW[h(x*) - z] = a 
Step 3: Compute p = 1.0 - P(a, m-n), where P(a,u) is the 

probability that J≤a, u is the degree of freedom 

Quite often, the deviation of the estimated state is used to 
measured the accuracy of estimation.  It should be 
emphasized that this is meaningful only when the confidence 
level is high. 

 

8.  Test Results 
The HMS has been used to evaluate the effects of system 
asymmetry, system imbalance, and quality of estimate.  For 
clarity of presentation, we use a subsystem of the HMS, 
namely the New York Power Authority 765kV line between 
MARCY and MASSENA to demonstrate some of our 



 

8 

findings. Both ends of this line are instrumented with a site 
workstation of the HMS, thus providing complete 
measurements at the interface of this subsystem with the rest 
of the system. Figure 8 illustrates a single line diagram of the 
test system.  The transmission line data can be found in [12].  
The purpose of this test is to evaluate the effect of different 
transmission line models on the three phase state estimation.  

 

Generator

Load 1 Load 2
Harmoni
Current
Source

Transmission Line

Massena 765kV Marcy 765kV

 
Figure 8.  Test System Single Line Diagram 

The effect of the transmission line models and measurement 
schemes are assessed by computing the confidence level, and 
the sensitivity indexes.  Specific analyses are: 

1. Perform the three-phase state estimation using three 
phase unsymmetric transmission line model and three 
phase measurements.  Obtain the confidence level. 

2. The three-phase state estimation is executed again using 
symmetric transmission line model and three phase 
measurements.  The new confidence level is computed.  

3. The three-phase state estimation is executed again using 
three phase unsymmetric transmission line model and 
single phase measurements.  The new confidence level is 
computed. 

Table 1 reports the computed confidence level. The 
confidence level could be low if bad measurements exist or 
system components are modeled poorly or both. Since all 
other parameters were kept constant except the line model, 
the results indicate the effect of the line model. Note that 
when using the three phase asymnmetric line model the 
confidence level is very high, 100% as shown in first row of 
Table 1. We can see that the confidence level drops 
dramatically if a symmetric transmission line model is used 
(second row of Table 1). Finally if an asymmetric model 
with single phase measurements are used (phase A only) the 
confidence level drops to zero (third row, Table 1). Next we 
computed the bias resulting from the line asymmetry  and the 
bias resulting from the imbalance in the measurements (see 
equations () and ()). The results are illustrated in Table 2. 
Note that the biases are substantial compared to the expected 
precision of state estimates. 

Table 1.  Confidence Level of Using Different 
Transmission Line Model 

 

 Confidence Level (%) 
Three Phase Unsymmetric Model, 

Three Phase Measurements 
100.0 

Three Phase Symmetric Model, 
Three Phase Measurements 

13.02 

Three Phase Unsymmetric Model, 
Single Phase Measurements 

0.0 

Table 2.  Computed SE Biases Due to Model Asymmetry 
and Measurement Unbalance 

 Magnitude Phase 

Computed Bias Due to 
Line Asymmetry 

0.06% 0.028 deg. 

Computed Bias Due to 
Measurment Imbalance 

0.14% 0.095 deg. 

 

9.  Conclusions 
The conventinal state estimation has inherent biases resulting 
from system operational imbalance and system model 
asymmetries. We presented equations for quantifying the 
biases in conventional state estimation. In addition, we 
presented a proposed three phase state estimation that is 
based on synchronized measuremements, three phase 
instrumentation and asymmetric three phase power system 
model. This state estimator does not exhibit the biases 
discussed earlier and it is direct, i.e. it does not require an 
iterative algorithm to obtain the solution. Using this system, 
we have presented numerical results that quantify the 
performance of this estimator. The system has been partially 
implemented in the New York Power Pool system. As 
technology advances, this approach becomes more feasible 
for practical systems. In the meanwhile, we have seen hybrid 
state estimators, i.e. estimators that are partially based on the 
conventional approach and partially on synchronized and 
three phase measurements. Hybrid approaches are not 
discussed in this paper. 

 

10. References 
1. Fred C. Schweppe and J. Wildes, "Power system static-state 

estimation, Part I, II, and III" IEEE Transactions Power App. 
Syst., vol. PAS-89, No.1, pp.120-135, January 1970. 

2. S. Zelingher, G.I. Stillmann, A. P. Sakis Meliopoulos,  
"Transmission System Harmonic Measurement System: A 
Feasibility Study," Proceedings of the Fourth International 
Conference on Harmonics in Power Systems (ICHPS IV), pp. 
436-444, Budapest, Hungary. October 1990. 

3. A. P. Sakis Meliopoulos, F. Zhang, and S. Zelingher, 
"Hardware and Software Requirements for a Transmission 
System Harmonic Measurement System," Proceedings of the 
Fifth International Conference on Harmonics in Power 
Systems (ICHPS V), pp. 330-338, Atlanta, GA. September 
1992. 

4. A. P. Meliopoulos, F. Zhang, S. Zelingher, G. Stillmam, G. J. 
Cokkinides, L. Coffeen, R. Burnett, J. McBride, 'Transmission 
Level Instrument Transformers and Transient Event Recorders 
Characterization for Harmonic Measurements,' IEEE 
Transactions on Power Delivery, Vol 8, No. 3, pp 1507-1517, 
July 1993. 



 

9 

5. A. P. Sakis Meliopoulos, Power System Grounding and 
Transients, Marcel Dekker Inc., 1988. 

6. A. G. Phadke, J. S. Thorp and K. J. Karimi, "State estimation 
with phasor measurements," IEEE Transactions on Power 
Systems, Vol. PWRS-1, No.1, pp. 233-241, February 1986. 

7. A. P. Sakis Meliopoulos and A. D. Papalexopoulos, 
"Interpretation of Soil Resistivity Measurements:  Experience 
with the Model SOMIP," IEEE Transactions on Power 
Delivery, vol. PWRD-1, no. 4, pp. 142-151, October 1986.  

8. A. P. Sakis Meliopoulos, G. C. Cokkinides, and R. P. Webb, 
"Multiphase Power Flow Analysis," Proceedings of 
Southeastcon, Destin, Florida, pp. 270-275, April 4-7, 1982. 

9. K. A. Clements, O. J. Denison, and R. J. Ringlee, "The Effects 
of Measurement Non-Simultaneity, Bias, and Parameter 
Uncertainty on Power System State Estimation", 1973 PICA 
Conference Proceedings, pp. 327-331, June 1973.  

10. G. R. Krumpholz, K. A. Clements and P. W. Davis, "Power 
system observability: A practical algorithm using network 
topology," IEEE Trans. Power App. Syst., vol. PAS-99, No.4, 
pp.1534-1542, July/August 1980.  

11. A. Semlyen and A. Deri, "Time Domain Modelingof 
Frequency Dependent Three-Phase Transmission Line 
Impedance," IEEE Transactions on Power Apparatus and 
Systems, Vol. PAS104, No. 6, pp.1549-1555, June 1985.  

12. O. Alsac, N. Vempati, B. Stott and A. Monticelli, 
“Generalized State Estimation”, IEEE Transactions on Power 
Systems, Vol. 13, No. 3, pp 1069-1075, August 1998. 

13. A. P. Sakis Meliopoulos, F. Zhang, and S. Zelingher, 'Power 
System Harmonic State Estimation,' IEEE Transactions on 
Power Systems,  Vol 9, No. 3, pp 1701-1709, July 1994. 

14. A. P. Sakis Meliopoulos and Fan Zhang, ‘Multiphase Power 
Flow and State Estimation for Power Distribution Systems,' 
IEEE Transactions on Power Systems,  Vol. 11, No. 2, pp. 
939-946, May 1996. 

15. A. Arifian, M. Ibrahim, S. Meliopoulos, and S. Zelingher, 
‘Optic Technology Monitors HV Bus’, Transmission and 
Distribution, Vol. 49, No. 5, pp. 62-68, May 1997. 

16. B. Fardanesh, S. Zelingher, A. P. Sakis Meliopoulos, G. 
Cokkinides and Jim Ingleson, ‘Multifunctional Synchronized 
Measurement Network’, IEEE Computer Applications in 
Power, Volume 11, Number 1, pp 26-30, January 1998. 

 

Acknowledgment 
Part of the work presented in this paper was sponsored by 
the Empire State Electric Energy Research Corporation 
(ESEERCO) and the New York Power Authority (NYPA).  
We wish to gratefully acknowledge the valuable assistance 
and guidance of NYPA, NYSEG and ESEERCO. 
 
Biographies 

A. P. Sakis Meliopoulos (M '76, SM '83, F '93) was born in 
Katerini, Greece, in 1949. He received the M.E. and E.E. 

diploma from the National Technical University of Athens, 
Greece, in 1972; the M.S.E.E. and Ph.D. degrees from the 
Georgia Institute of Technology in 1974 and 1976, 
respectively. In 1971, he worked for Western Electric in 
Atlanta, Georgia. In 1976, he joined the Faculty of Electrical 
Engineering, Georgia Institute of Technology, where he is 
presently a professor. He is active in teaching and research in 
the general areas of modeling, analysis, and control of power 
systems. He has made significant contributions to power 
system grounding, harmonics, and reliability assessment of 
power systems. He is the author of the books, Power Systems 
Grounding and Transients, Marcel Dekker, June 1988, 
Ligthning and Overvoltage Protection, Section 27, Standard 
Handbook for Electrical Engineers, McGraw Hill, 1993, and 
the monograph, Numerical Solution Methods of Algebraic 
Equations, EPRI monograph series. Dr. Meliopoulos is a 
member of the Hellenic Society of Professional Engineering 
and the Sigma Xi. 
Bruce Fardanesh (M'83) received his B.S. in Electrical 
Engineering from Sharif Technical University in Tehran, 
Iran.  He also received his M.S. and Doctor of Engineering 
degrees both in Electrical Engineering from the University of 
Missouri-Rolla and Cleveland State University in 1981 and 
1985, respectively.  Since 1985 he has been teaching at 
Manhattan College where he holds the rank of Associate 
Professor of Electrical Engineering.  Currently, he is working 
as a senior R&D Engineer at the New York Power Authority.  
His areas of interest are power systems operations, dynamics, 
and control. 
Shalom Zelingher (M '81, SM '90) was born in Dorohoi, 
Romania, in 1951.  He received his BSEE in 1975, and his 
MSEE in 1978, from the Polytechnic Institute Of New York.  
From 1976 to 1983, he worked for American Electric Power 
Service Corporation, where he participated in the design and 
engineering of large power plants.  In 1983, he joined the 
New York Power Authority where he is presently director of 
the Research and Development Division.  He is active in the 
development and evaluation of new transmission 
technologies and control strategies such as FACTS, and the 
application of advanced measurement equipment for 
improving power system performance.  He has made 
significant contributions in the development of monitoring 
equipment that can provide early warning of incipient 
problems in power apparatus.  He is the author and co-author 
of over twenty technical papers.  He is a senior member of 
IEEE PES, IAS and CIGRE. 

 


	1.  Introduction
	2. Review of LS State Estimation
	3. Sources of Bias
	4.  The Harmonic Measurement System (HMS)
	5.  Formulation of the Three-Phase State Estimation
	5.1  Three Phase System State
	5.2  Three-Phase Measurements
	5.3  Least Squares Estimation

	6.  Three-Phase Power System Model
	7.  Quality Evaluation of the Three-Phase SE
	8.  Test Results
	9.  Conclusions
	10. References
	Acknowledgment
	Biographies

